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- $\mathcal{H}_{<0}=\underset{w \in W}{\oplus} A_{<0} T_{w}$
- Involution: $\overline{v^{\gamma}}=v^{-\gamma}, \bar{T}_{w}=T_{w^{-1}}^{-1}$
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## Remark

The relations $\sim$ ? can be computed in some cases (for instance in the symmetric group using the Robinson-Schensted correspondence:
Kazhdan-Lusztig 1979).
However, the preorder $\leqslant_{L}$ or $\leqslant_{R}$ is in general unknown (even in the symmetric group). The preorder $\leqslant L$ seems to be easier (for instance, it is given by the dominance order on partitions through the Robinson-Schensted correspondence).
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- Type $\tilde{G}_{2}$













