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- For simplification, $a, b>0$.
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- $\mathcal{H}_{n}^{<0}=\underset{w \in W_{n}}{\oplus} A_{<0} T_{w}$
- Involution: $\overline{e^{\gamma}}=e^{-\gamma}, \bar{T}_{w}=T_{w^{-1}}^{-1}$
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\begin{gathered}
\quad C_{s_{1} t s_{1}}=T_{s_{1} t s_{1}}+q^{-1}\left(T_{s_{1} t}+T_{t s_{1}}\right)+q^{-2} T_{t} \\
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## Theorem (B. 2008)
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## Theorem (B. 2008)

For all choices of $\varphi: S_{n} \rightarrow \Gamma_{>0}$, a Kazhdan-Lusztig cell is a union of "combinatorial cells".

## Corollary <br> If $b \notin\{a, 2 a, \ldots,(n-1) a\}$ and if Lusztig's Conjectures P1,..., P15 hold, then Conjectures $A$ and $B$ hold.

Remark - It should be possible to remove the hypothesis on $b$ in the previous corollary using work of Pietraho.
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## Lemma (3)
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