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Abstract—We assess the applicability of the IDDES method for modeling acoustics generated by a
multielement aircraft wing with deflected high-lift devices. The testing is carried out using the flow
around an unswept wing segment based on the 30P30N airfoil. The near-field acoustics and aerody-
namics obtained by the computations are compared with the experimental data. Far-field acoustics is
modeled by the FWH method, and the resulting spectra and radiation pattern are presented in the
paper. We also test the application of sponge layers on the segment borders as an alternative to the peri-
odic boundary conditions; the corresponding effects on the numerical solution are demonstrated.
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1. INTRODUCTION

Reducing the noise generated by a civil aircraft during approach and landing is an urgent scientific and
technical task. Its importance is dictated not only by the desire of aircraft manufacturers to increase the
comfort of people living in the vicinity of airports but also by the constant tightening of certification
requirements imposed by the International Civil Aviation Organization (ICAO) [1]. The development of
civil aircraft engines along the path of increasing the bypass ratio has led to a significant reduction in the
noise level generated by the engine and the jet flowing from it, and made the airframe an important com-
ponent of the overall noise generated during approach and landing [2]. The most significant sources of
airframe noise are landing gears and deflected high-lift devices such as slats and flaps.

Wind tunnel experimentation is one of the most common and reliable methods for studying the noise
of an airframe or its individual elements. With the help of microphone arrays in the far field and the beam-
forming technique, it is possible to build maps of noise sources for various acoustic frequencies [3]. A sim-
ilar technique is used during flight tests.

Numerical modeling can be considered as an alternative or additional approach to study airframe
noise. In comparison with experiments, this approach has its own advantages and disadvantages. The
main advantage is a significantly larger amount of information that can be obtained about the target flow,
up to the values of all gas-dynamic parameters at an arbitrary point for each time moment. The advantages
also include the possibility of simulating free flow conditions, greater accuracy and flexibility in setting
the geometry and a higher degree of repeatability of the results, at least within one computational code.
The disadvantages of the approach include possible incorrectness or incomplete correctness due to the
assumptions underlying the mathematical models and the presence of numerical errors that arise from the
approximation of the original equations. The final computational cost is also important.

Despite the lack of universality of numerical simulation, interest in it from leading scientific and indus-
trial organizations is only increasing. This is indirectly indicated by the large number of international
workshops held by the American Institute of Aeronautics and Astronautics (AIAA) dedicated to the vali-
dation and development of the applied numerical methods [4]. One of these events is the Workshop on
Benchmark problems for Airframe Noise Computations (BANC), which has been held since 2010 [5, 6].
The most recent BANC (BANC-V) workshop took place in 2018 [7].
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The focus of BANC workshops is on the numerical study of noise generated by airframe components,
such as slats, the trailing edge of the wing, and landing gear. In particular, three-component wing seg-
ments without a sweep (sweep angle x =0) based on F-15 (DLR) and 30P30N (McDonnell Douglas, DC-
10) airfoils are used to study the effect of slats. In the BANC meetings, for these wing segments, experi-
mental data on the distribution of pressure on the surface are provided, and the spectra of pulsations at the
points of the near and far fields are given, which makes it possible to test numerical modeling methods
both in terms of the correctness of the reproduction of acrodynamics and aeroacoustics of the flow.

To simulate acoustic disturbances generated by the turbulent motion of a viscous fluid, there is a fairly
wide range of computational approaches. Direct numerical simulation (DNS) is the most common, but
at the same time the most resource-intensive approach among them. It allows to reproduce the acoustics
of the target flow solely based on the numerical solution of the Navier—Stokes equations without involving
any additional models or assumptions. However, the need to resolve the full spectrum of turbulent fluc-
tuations, up to the Kolmogorov scale, and the corresponding requirements for computational grids, as
well as for the time step, make this approach inapplicable or at least devoid of practical meaning when
modeling the acoustics of full-scale aircraft components. Less resource-intensive approaches include the
large eddy simulation (LES) method. It is based on the use of subgrid viscosity models, which interpret
the presence of small-scale turbulence, which is not resolved by the computational grid, as an increase in
the fluid viscosity. At the same time, the use of these models gives a physically meaningful result only
when the inertial interval of the turbulent spectrum is resolved; i.e., a sufficiently detailed grid resolution
is still required, and especially high requirements for the grid arise in areas of the boundary layer, where
the corresponding resolution approaches the resolution required for DNS. Thus, at present, LES model-
ing is also not suitable for reproducing the acoustics of large-scale airframe elements.

The least resource-intensive methods for modeling turbulent flows are those based on solving the
Reynolds—averaged Navier—Stokes (RANS) equations. In these methods, all scales of turbulence are
modeled by introducing additional variables and equations into the system being solved. The use of tur-
bulence models makes it possible to perform numerical simulations on grids with a very high degree of cell
anisotropy, which significantly reduces the requirements for grid sizes and significantly speeds up compu-
tations. The use of RANS approaches usually leads to obtaining a stationary flow, although in general,
RANS equations allow obtaining large-scale nonstationarity in the solution (unsteady RANS, URANYS).
In aeroacoustics, RANS modeling is often used as an integral part of the applied methods, in which the
description of the dynamics and acoustics of the flow is based on different mathematical models [2, 8, 9].
These methods make it possible to relatively quickly obtain estimates of the acoustic characteristics of the
objects under study; however, the degree of reliability of such estimates in some cases is limited.

Reducing the computational cost of LES modeling is possible using hybrid RANS-LES approaches
based on the use of RANS modeling near streamlined surfaces and LES modeling in other areas [10]. The
most common family of methods of this class, which has been comprehensively tested on industrial-ori-
ented problems [11], is detached eddy simulation (DES) [12, 13]. The improved delayed detached eddy
simulation (IDDES) method [14, 15], which combines, depending on the local flow characteristics and
grid resolution, the regimes of LES, wall-modelled LES (WMLES) and URANS, is one of the modern
non-zonal representatives of the DES family. The IDDES method has been successfully tested on aero-
acoustic problems [6, 11].

In this study, the IDDES method implemented in the NOISEtte code [16—18], is tested on the flow
around a straight (with sweep angle = 0) wing segment 30P30N [6, 19—26], and the resulting aerody-
namics and aeroacoustics of the flow are compared with the experimental data.

It should be noted that in this problem, due to the symmetry in the spanwise direction of the time-aver-
aged flow, it is possible to use periodic boundary conditions at the sides of the streamlined segment. At the
same time, in many practical problems, for example, the flow around a swept wing (}pc. # X..), there is
no such symmetry, which often leads to the consideration of the full formulation of the problem, when the
computational domain contains the entire geometry, not just its characteristic part. The size of the entire
geometry can be orders of a magnitude larger than the size of the characteristic area or region of interest,
which increases the computational cost of the corresponding simulation by a factor. To reduce the com-
putational cost, it is possible to use additional techniques, one of which is sponge layers [27—30]. Their
main idea is to combine the results of more economical RANS simulations with the results of eddy-resolv-
ing simulations at each time step in specific areas. This makes it possible to carry out expensive eddy-
resolving modeling only in areas of practical interest with extracting the required flow parameters at their
boundaries from the RANS solution. In this paper, we study the possibility of using the technique of
sponge layers in the flow around a straight wing segment.
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Fig. 1. Geometry of the 30P30N airfoil.

2. EXPERIMENTAL SETUP

A rectangular segment of a three-element wing based on the 30P30N airfoil with flap and slat extended
at 30° (Fig. 1) is placed in a free flow at different angles of attack and studied for aerodynamic and acoustic
characteristics [23]. The characteristic length for the chosen configuration is the chord of the wing with
the slat and flap retracted, hereinafter, denoted by ¢ and equal to 0.457 m. The width of the wing segment
in the experiment is 2¢. The slat chord length is about 0.15¢; and that of the flap, about 0.3c. The free flow
Mach number is 0.17, which corresponds to the flow velocity U, = 58 m/s. The Reynolds number calcu-

lated from the wing chord ¢ is Re, = 1.7 x 10°.

In this paper, we consider the flow characterized by the angle of attack oo = 5.5° and a temperature of
T.. = 300 K; these parameters were used in the numerical simulations whose results were reviewed in [6].

During the experiment, the pressure coefficient (C,), lift coefficient (C)), and drag coefficient (C,), as
well as the spectra of acoustic disturbances at points on the wing surface and in the far field, were mea-
sured.

3. MATHEMATICAL MODEL

The methods used in this study are based on the system of Navier—Stokes equations for a compressible
fluid

0Q/dr+V -F(Q) =V F,(Q,VQ), (D
where
p pu 0
Q=|pu|, F=|puu+pl|, F = T
E (E + phu u—q

Here, p is the density, u is the velocity vector, p is the pressure, E is the total energy, and I is the identity

tensor. The viscous stress tensor and the heat flux vector are defined as t = y[Vu + (Vu)T —@2/3)(V-wI]
and q = —kV T, respectively, where L is the coefficient of dynamic viscosity, k is the coefficient of thermal
conductivity, and 7'is the temperature. The value of the dynamic viscosity coefficient is determined
according to Sutherland’s law. To close system (1), the equations of state of a perfect gas are used

E=pu-u/2+p/(y=1), p=pR,T
with the ratio of specific heats Y= 1.4 and gas constant R, = 287.058 J/(kg K).

To model turbulence according to the Boussinesq hypothesis, we add the coefficient of turbulent
dynamic viscosity ,. For stationary computations, we will use RANS simulation with Spalart—Allmaras
(SA) turbulence models [31]. Eddy-resolving modeling will be carried out according to the IDDES

method with a subgrid scale A = Ao [32] and subgrid LES model ¢ [33].

At the initial moment of time, we set the distribution of turbulent viscosity in the entire computational
domain according to the equality v,/v = 1. The use of this initial condition contributes to the rapid forma-
tion of turbulent boundary layers near the streamlined surface. On the surface of the streamlined segment,
we set the no-slip condition (u = 0) and adiabatic conditions (d7/dn = 0, where n is the normal vector to
the surface). Also, on the surface of the segment, we set to zero the value of the kinematic turbulent vis-
cosity v,. On the far field boundary of the computational domain, we set the free flow conditions.
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4. NUMERICAL METHOD

To approximate convective fluxes in the system of equations (1) we will use the vertex-centered hybrid
edge-based reconstruction (EBR) scheme [34—36] for unstructured meshes, which is a combination of
the central-difference and upwind schemes, which on translation-invariant meshes (i.e., on meshes that
are invariant with respect to a shift by any mesh edge) have the fourth and fifth order of approximation,
respectively. Approximation of viscous fluxes will be carried out by the method of local element splittings
[37]. For time integration, we use an implicit second-order scheme with Newton’s linearization of the dis-
cretized equations. We will solve the system of linear algebraic equations within one iteration of the New-
ton method by the stabilized biconjugate gradient method (BiCGStab) with the ILUO preconditioner.

5. BOUNDARY CONDITIONS AT THE SEGMENT SIDES
5.1. Periodic Boundary Conditions

The possibility of setting periodic boundary conditions at the sides of a straight wing segment naturally
follows from the symmetry in the spanwise direction of the resulting time-averaged flow. Moreover, when
using stationary RANS simulation, together with periodic conditions, the width of the streamlined seg-
ment can be chosen arbitrarily; and due to the indicated symmetry, the results in each of the cross sections
will be identical. For the same reason, for stationary RANS modeling in this problem, it is possible to use
a two-dimensional formulation.

When using eddy-resolving modeling, the choice of the width of the streamlined segment is limited
from below by the maximum width of the interval on which local turbulent pulsations are significantly
correlated. If this restriction is violated, periodic conditions will cause the generation of nonphysical tur-
bulent structures, which will lead to a decrease in the accuracy of eddy-resolving modeling. According to
both experimental [21] and numerical [38] works, in the problem under consideration, the width at which
turbulent fluctuations practically cease to be correlated is approximately ¢/9.

5.2. Sponge Layers

As an alternative approach to setting the boundary conditions at the sides of the segment for the case
of eddy-resolving modeling, one can consider the involvement of sponge layers [27—30]. Their application
implies a gradual reduction of the results of eddy-resolving simulation in certain zones of the computa-
tional domain to a stationary RANS solution at each time step. The reduction rate is chosen from consid-
erations of a multiple decrease in the amplitude of acoustic disturbances propagating within the sponge
layer at the time they reach the edge of the computational domain. The main advantage of sponge layers
over periodic boundary conditions is the potential generalization to the case of a swept wing segment and
other more complex geometries; however, in this paper, we test this technique only for the case of a
straight wing segment.

The method of sponge layer implementation described below is a development of the ideas proposed
in [30] and is based on direct summation at each time step of the current result of the eddy-resolving sim-
ulation and the target stationary RANS solution with some coefficients depending on spatial coordinates.
Let us describe the choice of the values of these coefficients.

Without loss of generality, we consider the problem in a one-dimensional formulation. Let ¢,(x) be

a function that needs to be reduced to the given function ¢,..(x) in a certain area. For this purpose, we
introduce the differential problem

{aq/at = ~Q(X)(q ~ Grer)> (2)

q(x,1,) = q,(x),

in which the nonnegative function ¢(x) determines the rate of convergence of the function g(x, ) to g,.;(x)
for every point in space. Introducing the replacement ¢' = ¢ — g, and solving system (2), we obtain

q' = @y = Grer) eXP (=97 — 1,)).
Thus, the expression for g,,, = g(x,?,,,) takes the form
dn1 = (1 - E.>)qn + iqrefﬂ
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Fig. 2. Examples of distributions of the summation factor & inside the sponge layer (z;/c = 0.055, z/c = 0.183,
AtxU.,Jc =6x107,a/U, =1/M=5.88,d = 3).

where § = 1 — exp(—QA?), At =t,,, —t,. 1 =&, and £ are the desired summation coefficients. Assume

(p:Asda s:ua 56[0,1], X € [xlﬂx2]9
X=X
where A4, d, x,, and x, are some constants. We define the value of the constant 4 based on the following

reasoning. We consider the damping of an acoustic disturbance with amplitude 6(¢) propagating in the
sponge layer from point x, to point x, at the speed of sound a. It can be expressed as follows:

dd/dt = —(s)3,
80) =1,

where x = x; + at, s = at/(x, — x;). If it is additionally required that

8((x2 - xl)/a) =g
then

S(t):exp[_A(Xz_Xl)( at j‘”l} L ——Ine@d+Da.

d+Da \x,—x X, — X

Thus, the expressions for the summation coefficients take the form

E =1—exp(—QAr) =1 —exp lnewsd , 1=&=exp lnewsd .
Xy — X X — X
If the flow in which an acoustic disturbance propagates is characterized by a velocity v in the direction
to the sponge layer, a replacement of a to a + v is necessary.

Examples of spatial distributions of coefficient § are shown in Fig. 2.

6. METHODS OF CALCULATING THE CHARACTERISTICS
OF THE ACOUSTIC FIELD GENERATED BY THE WING SEGMENT

In this study, the acoustic perturbations arising in the flow around the wing segment are estimated in
the near and far fields.

The acoustics at the points of the near field is extracted directly from the results of the eddy-resolving
simulations after the statistical convergence of the flow by recording the values of the pressure function at
equal time intervals. The values of the pressure function at the points are determined by interpolation over
the corresponding grid elements. Due to the symmetry of the mean flow along the z axis, the recording is
made at several points having the same coordinates (x, y) and separated by equal spatial intervals along the
spanwise direction. After the stage of data accumulation for each point using the Welsh periodogram

MATHEMATICAL MODELS AND COMPUTER SIMULATIONS  Vol. 15 No.1 2023
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Fig. 3. An example of the location of the FWH surface. The instantaneous flow is illustrated using the field of the time
derivative of pressure and Q-criterion isosurfaces corresponding to the value 100, with imprinted vorticity modulus values.

method [39, 40], based on the use of overlapping samples and window functions, which make it possible
to obtain smoother spectra at sufficiently short signal recording lengths, and a discrete Fourier transform,
the power spectral density of the pressure fluctuations is constructed. The spectra plotted for points with
the same coordinates (x, y) are averaged.

The acoustics at the far-field points is calculated based on the results of eddy-resolving modeling by
the Ffowcs Williams—Hawkings (FWH) method [41]. Details of the numerical implementation of the
method in the NOISEtte code are presented in [42]. When using the FWH method, the additional tech-
niques were used to minimize the loss in its accuracy due to the passage of vortices through the closing
surfaces. The first one consisted of averaging the obtained signals using different integration surfaces [43,
44], the second one consisted of using an isentropic substitution [45].

To accumulate the data necessary for the application of the FWH method, near the streamlined airfoil
in the plane (x, y, 0), a discrete contour was built with several closures in the wake flow area (Fig. 3). It
can be seen that, with the exception of the closing segments, this contour was located in the zone of pre-
dominantly linear disturbances. The contour resolution was chosen locally close to the resolution of the
basic three-dimensional grid used for eddy-resolving modeling. The constructed contour was extended
along the spanwise direction to the width of the eddy-resolving modeling area (when using periodic
boundary conditions, to the entire width of the computational domain); the resolution of the resulting dis-
cretized FWH surface was also selected to provide closeness to the resolution of the three-dimensional
grid. Data were accumulated after the statistical convergence of the flow for the center of each grid ele-
ment on the FWH surface at constant frequency. Interpolation was used to determine the values of gas-
dynamic functions at the centers of surface grid elements. The pressure fluctuations at the far-field points
were constructed by applying the FWH method to the data from each combination of an open surface and
the corresponding closure. For the obtained pulsations in the far field, the power spectral densities were
constructed using the Welsh periodogram method and the discrete Fourier transform; and at coinciding
points, these spectra were averaged. The radiation patterns of the propagation of acoustic disturbances
were determined based on the obtained pulsations in the far field.

7. COMPUTATIONAL SETUP

In the simulations with periodic boundary conditions, the width of the streamlined segment was cho-
sen to be 0.11¢; and in the simulation with sponge layers, 0.37¢. In both formulations, the computational
domain constructed around the wing segment was a straight circular cylinder with a base radius of 150c.
The axis of the cylinder coincided with the z axis and the height was equal to the width of the segment.
The position of the segment inside the computational domain was chosen according to Fig. 1.

The three-dimensional grids were built on the basis of two-dimensional grids located in the plane (x, y,
0) by duplicating along the z axis. The parameters of the grids used in this study are given in Table 1 and
the characteristic view of these grids in the plane (x, y, 0) is depicted in Fig. 4. Each of the two-dimen-
sional grids was a hybrid one, consisting of quadrangles near the airfoil and triangles in the rest of the
domain, with the distance from the airfoil the size of the triangular elements gradually increased. The size
of the first near-wall step in all grids satisfies the condition y* < 1. When constructing meshes Mesh1 and
Mesh2, which were used for simulations with periodic boundary conditions, the corresponding two-
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Fig. 4. Computational grids in the (x, y, 0) plane. The contour indicates the location of the corresponding FWH surfaces.

dimensional meshes were duplicated with a constant step along the z axis. The Mesh2Ext mesh used in
the simulation with sponge layers coincided with the Mesh2 mesh in the segment z € [-0.055¢, 0.055¢];
in segments z € [-0.183¢, —0.055¢] and z € [0.055¢, 0.183c], the step size along the z axis gradually
increased towards the points z = £0.183¢ by multiplication by a factor of 1.1. In the regions z € [-0.183c¢,
—0.055c] and z € [0.055¢, 0.183c], the sponge layers were set with parameters d = 3 and € = 1073,

The acoustics of the near field was evaluated at points P2 and P4—P6 (Table 2, Fig. 5). For subsequent
averaging of the spectra, these points were duplicated along the z axis with a step twice as large as the step
along the z axis corresponding to the 3D mesh. The position of the FWH surface for each mesh is shown

in Fig. 4.

Table 1. Parameters of computational grids

. Number of nodes Number of nodes Grid width along
Grid Number of nodes . . .
in the plane (x, y, 0) along the z axis the z axis
Meshl 34.9 million 563000 62 0.11c
Mesh2 11.4 million 204000 51 0.11¢
Mesh2Ext 18.6 million 204000 91 0.37¢
Table 2. Coordinates of points used to evaluate the acoustics of the near field
Designation FSU [24] Designation JAXA [26] x/c y/c
P2 S10 —0.03708 —0.11190
P4 S11 0.005816 —0.007047
P5 S12 0.011533 —0.001677
P6 S13 0.006712 —0.002035
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P,

Fig. 5. Location of points used to evaluate the acoustics of the near field.

On the segment z € [-0.055¢, 0.055¢], the coefficient for the central difference component of the EBR
scheme was assumed to be 0.8 and the coefficient for the upwind component was 0.2. In areas with sponge
layers, only the upwind scheme was used. The CFL number in all the computations was 200.

The computational process was organized as follows. First, RANS modeling was carried out on each
grid, and the computations were carried out until the lift and drag coefficients were converged. Further,
the obtained RANS solutions were used as the initial fields for the corresponding IDDES simulations, as
well as for setting the target solutions in the areas of the sponge layers. The stage of data accumulation
began after the flow reached the quasi-stationary regime in terms of the lift and drag coefficients: averaged
fields, pulsations on the FWH surface, and at points P2 and P4—P6 were recorded during the accumula-
tion process.

The duration of data accumulation on Meshl was 50 dimensionless units; and on Mesh2 and
Mesh2Ext, 40 and 10 dimensionless units, respectively. Let us give an estimate of the computational cost
of the simulation on Mesh2. This computation was carried out on 30 Intel Xeon E5-2690 v4 processors
connected via an Infiniband network; one time step took 2.15 seconds in wall-clock time. With the CFL
number equal to 200, the time step Az was about 6 X 107> dimensionless units or 5 X 1077 seconds. Thus,
the accumulation of data for 40 dimensionless units required the computation to be performed within 16-
and-a-half days.

8. NUMERICAL RESULTS

Figure 6 shows the instant distributions of the z-component of vorticity in the vicinity of the slat
obtained from the experiment [24] and simulations on Mesh1 and Mesh?2. It can be seen that the general
structure of the flow is similar in all cases, but there are differences in the scales of the vortex structures,
which is a consequence of the differences in the grid resolution. Figure 7 shows a comparison of the exper-
iment and the computations based on the averaged distributions of the z-component of vorticity. It can be
seen that the computational results are close to the experimental data. Similar observations can be made
based on Figs. 8 and 9.

Figure 10 compares the experimental [22, 25] and numerical data on the pressure coefficient. It can be
seen that almost everywhere the difference between the experiments and computations does not exceed
0.2. The only exception is the area above the slat in the IDDES simulation on Mesh1; the reasons for the
significant deviation from the experimental data remain unclear, given the fairly detailed grid resolution
in this area. The resulting lift and drag coefficients are summarized in Tables 3 and 4.

The general view of the flow obtained on Mesh2 and Mesh2Ext are shown in Fig. 11. It can be seen
that the vortex structures of the developed turbulent flow do not penetrate into the region of sponge layers
due to summation with the stationary RANS solution at each time step.

The work of the sponge layers is also illustrated by Fig. 12. Unlike large vortex structures, acoustic dis-
turbances penetrate into the region of the sponge layers; however, according to the equations from Section
5.2, the amplitude of these disturbances gradually decreases when moving towards the boundary of the
computational domain. In this illustration, we can also observe the gradual damping of acoustic waves as
they propagate in areas with a decreasing grid resolution.

Let us now turn to the consideration of the spectral characteristics of pressure fluctuations at the points
of the near and far fields. Note that when processing pressure pulsations, the signal was filtered over the
frequency range from 250 Hz to 11.5 kHz. For near-field points, in order to obtain smoother spectra, they

MATHEMATICAL MODELS AND COMPUTER SIMULATIONS  Vol.15 No.1 2023
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Fig. 6. Instantaneous distributions of the z-component of vorticity.
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Fig. 7. Average distributions of the z-component of vorticity. On the results of the FSU experiment (o, =7.5°) [24], the
numerical results are plotted by isolines.
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Fig. 8. Averaged distributions of the velocity magnitude. On the results of the FSU experiment (o, = 7.5°) [24], the
numerical results are plotted by isolines.
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Fig. 9. Averaged distributions of turbulence kinetic energy. On the results of the FSU experiment (o, =7.5°) [24], the
numerical results are plotted by isolines.
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Fig. 10. Pressure coefficient distributions (C,) obtained from numerical simulations and experiments.
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Table 3. Lift coefficients (C)) based on the length of the chord c in the (x, y) plane

Slat Wing Flap Total
Exp. FSU (oy, =7.5°) 0.205 2.158 0.477 2.857
Exp. JAXA (o, = 6°) - - — 2.880
IDDES Meshl (periodic BC) 0.171 2.315 0.511 2.997
IDDES Mesh?2 (periodic BC) 0.149 2.178 0.446 2.775
RANS Mesh2 0.176 2.290 0.484 2.96
IDDES Mesh2Ext (sp. layers) 0.173 2.274 0.471 2.918

Table 4. Drag coefficients (C,) based on the length of chord c in the (x, y) plane

Slat Wing Flap Total
IDDES Meshl (periodic BC) —0.088 —0.148 0.286 0.051
IDDES Mesh?2 (periodic BC) —0.063 —0.140 0.251 0.048
RANS Mesh2 —0.094 —0.141 0.272 0.038
IDDES Mesh2Ext (sp. layers) —0.089 —0.140 0.265 0.036

were averaged along the z axis: in the simulations with periodic boundary conditions, averaging was car-
ried out over the entire width of the domain and in the simulation with sponge layers, only over the high-
resolution region z € [-0.055, 0.055].

()

Velocity magnitude: 0.2 1.0 1.8

| B
Velocity magnitude: 0.2 1.0 1.8

Velocity magnitude: 0.2 1.0 1.8

= I
Velocity magnitude: 0.2 1.0 1.8

Fig. 11. General view of the flow around a straight wing segment obtained by the simulations with periodic boundary con-
ditions (a, b) (Mesh2) and sponge layers (c, d) (Mesh2Ext). The Q-criterion isosurfaces corresponding to value 100 are
shown.
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(a) (b)

E=2DRIGEEAN

Fig. 12. Instantaneous fields of the time derivative of pressure obtained by the simulations with periodic boundary con-
ditions (a) (Mesh2) and sponge layers (b) (Mesh2Ext).
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Fig. 13. Power spectral density (PSD) at near field points.

Figure 13 shows the experimental and computational plots of the power spectral density at the points
of the near field. It can be seen that at points P2 and P6, the difference between the spectra of the signals
obtained on Meshl and Mesh2 in the range 1—4 kHz does not exceed 2 dB. Their difference from the
experimental spectra in this frequency band does not exceed 4 dB. At points P4 and P5, the deviation of
the results obtained on Mesh2 from the experimental data does not exceed 3 dB, while the deviation from
the experiment in the results from Mesh1 reaches 6 dB. The difference between the results obtained in the
simulation with periodic conditions (Mesh2) and sponge layers (Mesh2Ext), at points P4, P5, and P6 is
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Fig. 14. Distributions of the root mean square (RMS) deviation of pressure in the spanwise direction at the points of the

near field.
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Fig. 15. Distributions of the root mean square (RMS) deviation of pressure in the spanwise direction at the points of the

near field.

within 2 dB for almost the entire frequency range. At point P2, these differences reach 10 dB, i.e., as the
distance from the source of acoustic pulsations increases, the difference between the two approaches
increases noticeably, which may be due to the fact that when using periodic conditions, the flow around
an infinite wing is actually simulated, while when using sponge layers, only the flow around the selected
segment is modeled. The damping rate of acoustic disturbances propagating inside the sponge layer is

illustrated by Fig. 14.
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Fig. 16. Power spectral density at far field points.
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Fig. 17. Radiation pattern for straight wing segment.
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To describe the far-field points, we introduce in the plane (x, y, 0) polar coordinates (r, ) centered at
the point (0, 0, 0). We direct axis r parallel to the direction of the free flow. On circle »= 10c, let us choose
points with coordinates 8 = 249.5°, 269.5°, and 289.5° and compute the spectra of acoustic pulsations for
them using the FWH method (Fig. 15). For comparison with the experiment, we use the data from [7, 26].
It can be seen that the results of numerical simulations with periodic conditions give a significantly higher
level of pulsations compared to the experiment (the difference reaches 8 dB), although the corresponding
spectra in the range 1—4 kHz partially repeat the shape of the experimentally observed power spectral den-
sity. The spectra obtained in the far field from the simulation with sponge layers turn out to be closer to
the experimental values: in the range 1—4 kHz, the differences are about 4 dB, reaching 6 dB for some fre-
quencies. In general, the spectra obtained in the far field on Mesh2Ext contain more spurious noise than
the data obtained on Mesh1 and Mesh2, which is probably due to the significantly shorter period of data
accumulation. The resulting radiation pattern in terms of angle 0 is shown in Fig. 16.

It is difficult to draw any rigorous conclusions about the suitability of sponge layers for modeling far-
field acoustics based on the presented results; this issue requires further research.

CONCLUSIONS

This paper shows that the eddy-resolving IDDES method is suitable for numerical simulation of the
acoustic field generated by the aircraft wing with deflected high-lift devices during approach and landing.
The provided comparisons of the numerical results with the experimental data indicate the correctness of
the implementation of the IDDES method in the NOISEtte code. Testing the technique of sponge layers
showed the possibility of using them as an alternative to periodic boundary conditions in the case of flow
around a non-swept wing segment. Future studies are planned to study the possibility of using the tech-
nique of sponge layers in the simulation of the unsteady turbulent flow near the swept wing segment.
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