CONDITIONED LIMIT THEOREMS FOR HYPERBOLIC
DYNAMICAL SYSTEMS
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ABSTRACT. Let (X,T) be a subshift of finite type equipped with the Gibbs measure v
and let f be a real-valued Holder continuous function on X such that v(f) = 0. Consider
the Birkhoff sums S, f = ZZ;& foT* n>1. For any t € R, denote by th the first time
when the sum ¢ 4 S, f leaves the positive half-line for some n > 1. By analogy with the
case of random walks with independent identically distributed increments, we study the
asymptotic as n — oo of the probabilities v(z € X : 7/ () > n) and v(z € X : 7/ (z) = n).
We also establish integral and local type limit theorems for the sum t+.5,, f(z) conditioned
on the set {z € X : 7/ (z) > n}.
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1. STATEMENT OF THE RESULTS AND MOTIVATION

1.1. Main results. Consider a subshift of finite type (X, T") endowed with a Gibbs measure
v and let f be a real-valued Holder continuous function on X (the precise definitions are
given in Section 2). Define the Birkhoff sums

Saf=f+foT+...+foT™! n>1.

A fundamental result of the theory of dynamical systems is the celebrated Birkhoff ergodic
theorem which asserts that v-almost surely,

lim 22 :/Xf(:c)y(dx) — u(f).

n—oo n,
Much effort was made to establish another important property — the central limit theorem
for S, f. To formulate the corresponding statement, we first note that the following limit
exists:

1
o7 = Jim. - X(Snf —nv(f))*dv.
It is known that O'ch = 0 if and only if f is a coboundary w.r.t. to 7', which means that
there exists a Holder continuous function g on X such that f(z) = g(Tz) — g(x) for any
x € X. In the case when o > 0 (or equivalently when f is not a coboundary) the following
central limit theorem holds: for any bounded continuous function F': R — R,

[ F (S“f(i\_/;”(f)> v(dz) = \/12_7T/RF(t)et22dt. (1.1)

All these statements, which can be found in the excellent book of Parry and Pollicott
[24], are consequences of many successive works such as Sinai [27, 28], Ratner [25], Ruelle
[26] and Denker-Phillip [9], to cite only a few. The goal of this paper is to complement the
central limit theorem (1.1) by proving limit theorems for the Birkhoff sum ¢ + S, f under
the condition that the trajectory (¢t + Skf)i<k<n Stays positive, where ¢ € R is a starting
point.

There is a vast literature on the properties of conditioned random walks and their ap-
plications based on independent observations: a brief historical foray into the subject of
conditioned limit theorems and our motivation are presented in Section 1.2. At this point
let us note that finding the corresponding asymptotics for Birkhoff sums encounters major
problems. One of them is related to the fact that Wiener-Hopf factorization techniques do
not apply in these settings. The other, and this is one of the main findings of the paper,
is that the asymptotic analysis requires the introduction of the new object — the harmonic
measure — which makes an important difference with the case of simple random walks.
Regarding potential applications, we note that counting for trajectories conditioned to stay

lim
n—oo
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in some conic domains of R? (like for instance the Weyl chamber) is of interest in statistical
physics, see Fisher [14]. Our study which deals with the one dimensional observable f is
the first step in considering such problems, and open ways to cope also with observables
taking values in R%.

To state our results assume that v(f) = 0 and that f is not a coboundary. For any t € R,
the following exit time is finite for v-almost every x € X:

m/(x) :=inf{k >1: t+ Spf(z) <0}.

Thus, by definition, {z € X : 7/ (z) > n} is the set where the trajectory (t + Spf)i<k<n
stays non-negative, i.e. t + S f > 0 for 1 < k < n.

Our first theorem states the existence of a special Radon measure which will play a
central role in the paper and will be used in the formulations of the subsequent results.

Theorem 1.1. Let f be a Hélder continuous function on X such that v(f) = 0 and f is
not a coboundary. Then, there exists a unique Radon measure puf on X x R such that for
any continuous compactly supported function p on X x R,

. _ f
Jim | 0@ )Suf (@)L sy v(de)dt = /MR o(z, t)p’ (dz, di). (1.2)
Moreover, the Radon measure ji/ satisfies the following quasi-invariance property: for every

continuous compactly supported function ¢ on X x R,
! (de, dt :/ TVt — F(T'2)) 1y (da, dt). 1.3
| ewowl(dedt) = [ o(T70t = f(T72)) Loy (dodt). - (13)

The limit (1.2) takes a simpler form when the function ¢ does not depend on the first
argument. Indeed, we will show in Section 3.3 that the marginal of x4/ on R is absolutely
continuous with respect to the Lebesgue measure. Its density function is a non-decreasing
function on R that will be denoted by V/. In particular, by standard arguments, the
asymptotic (1.2) is valid for functions ¢ of the form yp(x,t) = L, (t) for x € X and t € R.
This leads to the following:

Corollary 1.2. Let f be a Hélder continuous function on X such that v(f) =0 and f is
not a coboundary. Then, for any real numbers —oo < a < b < oo, we have

b
nh—>I£lo/a /XSnf(:L')]l{th(x)M}l/(dx)dt: (X x [a, b)) / VIt (1.4)

Note that (1.2) and (1.4) are stated in integral forms with respect to ¢. It is an open
question whether it is possible to give an asymptotic of the integral [ S, f(z)1, s (! (@) 5np? v(dzx)
for a fixed value of t.

The Radon measure p/ appearing in Theorem 1.1 will be called the harmonic measure
associated to the dynamical system (X, 7', rv) with the observable f. The reason for this is
that the measure p/ is related to the harmonicity property that appears in the study of
killed random walks on the half line. We refer to Section 3.3 for precise statements.

The following results describe the limit behavior of the Birkhoff sum ¢ + S, f under the
condition that the trajectory (t + Sif)i<k<n Stays non-negative. We start by giving the
equivalent of the probability that the trajectory (¢t 4 Skf)i<k<n Stays non-negative. Denote
by fi/ the harmonic measure related to the reversed dynamical system (X, T~!, v) with the
observable fo T,
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Theorem 1.3. Let f be a Holder continuous function on X such that f is not a coboundary
and v(f) = 0. Then, for any continuous compactly supported function ¢ on X xR, we have

) Uf\/27m f
Tim TV /X el Ly (de)dt = /X ol ! (da, di) (1.5)
and
_ af\/27m/ /
lim ——— 1.
Jim =5 XXR(,@ "zt Spf ()1, - v(dx)dt = XXR@(m =D (dx, dt). (1.6)

As the measure p/ has absolutely continuous marginal on R, Theorem 1.3 also applies to
the function ¢(x,t) = L (t) for € X and ¢t € R. In particular, this gives the following
corollary.

Corollary 1.4. Let f be a Holder continuous function on X such that f is not a coboundary
and v(f) = 0. Then, for any real numbers —oo < a < b < 0o, we have

NG) b b
lim u/ v(zeX: 7 (2)>n) dt:/ VI ()dt
n—o00 2 a a

Now we give a conditioned central limit theorem for the Birkhoff sum S,, f, which states
that the law of S, f conditioned to stay positive converges weakly to the Rayleigh law.
In the sequel we denote by ¢t and ®* the Rayleigh density and cumulative distribution

functions respectively:
d" (u) = ue‘“Q/Z]l{u>0}, Ot (u) = (1 — e_”2/2) Tiuz0y, uweR (1.7)

Theorem 1.5. Let f be a Hélder continuous function on X such that f is not a coboundary
and v(f) =0. Then, for any continuous compactly supported function F on X x X x R xR,
we have

lim
n—oo

af\/ﬁ/

XxR

( 7,t, 5;;{5@) ]1{Tg(m)>n}”(dl’)dt

[ e st

As above, we can actually apply Theorem 1.5 to the function F'(x, o', ¢, ") = 144 (t) Lo 4 (')
for z, 2’ € X and t,t’ € R. Therefore, this implies the following corollary:

Corollary 1.6. Let f be a Holder continuous function on X such that f is not a coboundary
and v(f) = 0. Then, for any real numbers —oo < a < b < 0o and —oo < a’ <V < oo, we
have

lim
n—oo

oV 2mn [ Suf(x)
7f2 AV(J:EX.Of\/ﬁ

_ /ab VIt)dt (T () — dF(d)).

e [d, V), (z) > n) dt

Next we formulate a conditioned local limit theorem for S, f, which is a refinement of
the previous result.

Theorem 1.7. Let f be a Hélder continuous function on X such that v(f) = 0. Assume
that for any p # 0 and q € R, the function pf + q is not cohomologous to a function with
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values in Z.. Then, for any continuous compactly supported function F on X x X X R X R,
we have

lim
n—oo

27mfcn3/ 2 /

. F(z, T"x,t,t+ Snf(:v))]l{th($)>n_1}l/(dx)dt

= F(x, 2 t, ) (dv, dt) i (da',at’). (1.8
Lo Pt (e d)i =D (el e, (18)

In Theorem 1.7, we assumed that the function f satisfies a non-arithmeticity condition.
When this is not the case but f is still not cohomologous to 0, we could still get an analogue
of this result by the same method.

In the particular case when the function F' has the form F(z,2',t,t") = 114 5(¢) L 5 (1)
for x, 2’ € X and ¢,¢ € R, from the previous theorem we obtain the following:

Corollary 1.8. Let f be a Hélder continuous function on X such that v(f) = 0. Assume
that for any p # 0 and q € R, the function pf + q is not cohomologous to a function with
values in Z. Then, for any real numbers —oo < a < b < 0o and —oo < a’ < b < 00, we
have

2ra3n3/?

b
Jgrgoff/a V(xEX:t+Snf(x) e [d,v), 7 (x) >n—1) dt
b v
:/ Vf(t)dt/ VED(Edt

In this corollary we have denoted by VD the density function with respect to the
Lebesgue measure of the marginal on R of the Radon measure ji(=/).
From Corollary 1.8 we get a local limit theorem for th (x). Indeed, by taking the interval

[d’,b') to be [—¢,0) for ¢ > 0 large enough, as f is bounded, we deduce the following:

Corollary 1.9. Let f be a Hélder continuous function on X such that v(f) = 0. Assume
that for any p # 0 and q € R, the function pf + q is not cohomologous to a function with
values in Z. Then, for any real numbers —oo < a < b < 0o, we have

27r0§’cn3/ 2 /

a

b b 0 .
Tlim v (:p eX:r(z) = n) dt :/ Vf(t)dt/ VED (.

Our Corollary 1.9 could be extended without difficulties to the case when one only
assumes that f is not cohomologous to 0. This assertion could be deduced from a version
of Theorem 1.7 for functions f that are cohomologous to functions with values in a set of
the form aZ + ( for some «, g € R.

Similarly to the comment after Corollary 1.2, Theorems 1.3, 1.5 and 1.7 are stated in
integral forms with respect to t. It is an open problem to obtain asymptotics for a fixed
value of t € R of the following probabilities:

Snf ()
O'f\/ﬁ
v (x eX:S,f(x)e[d V], (x) > n) .

V($€X:th(x)>n), V(ZEEXS E[a',b'],th(x)>n>,

Remark 1.10. In the previous theorems we have considered the two-sided subshift. How-
ever, all the above results apply as well to the case of one-sided subshift. The latter is a

particular case of the two-sided one with a function f depending only on the future (or
on the past). Indeed, let (X, T) be the one-sided shift associated with X, ¢ : Xt — R
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be the potential of the Gibbs measures v and the function f only depends on the future

coordinates in X. Then, for instance, the conclusions (1.2) and (1.3) of Theorem 1.1 may

be rewritten as follows: for any continuous compactly supported function ¢ on X x R,
lim () S0 f (2V 0y v () = / o(z, Ol (de,dt)  (1.9)

Nn—0o0 Jx+xR X+ xR

and

f _ —¥(y) _ S
/XJFXR QO(I7 t)u+(d$, dt) = %+ xR T;x € @ (y7 t f(y)) ]l{t>0}p“+(dx’ dt)v (1'10)

where vT is the marginal of v and ,ufr is the marginal of 11/ on X* x R. In Theorem 1.3, in
the case of an one-sided shift, the limit in the right-hand side of (1.6) exists. Nevertheless,
even if the function f depends only on future coordinates, in order to construct the marginal
of the measure fi{~/), we need to work in the full-shift X and to apply Theorem 1.1 to the
inverse map 7~ !. In the same way, in Theorem 1.7, the left-hand side of (1.8) makes sense
in an one-sided shift, but we need to use the two-sided shift in order to make sense of the
right-hand side. We refer to Subsections 2.1 and 2.2 for more details about the relation
between one-sided and two-sided subshifts.

Due to the theory of Markov partitions (see Appendix III of [24] and Chapter 18.7 of
[20]), Theorems 1.1, 1.3, 1.5 and 1.7 can be applied without any changes to hyperbolic
dynamical systems. Finally, using the approach of this paper, one can obtain analogous
results for hyperbolic flows. The latter is out of the scope of this article and will be done
in another work.

1.2. Previous work and motivation. The first examples of conditioned limit theorems
for sums of independent random variables are due to the pioneering work of Spitzer [29]
and Feller [13]. Since then integral and local limit theorems for random walks conditioned
to stay positive attracted a lot of attention. Very many authors contributed to this subject,
among them Borovkov [3, 4, 5], Bolthausen [2], Iglehart [22], Eppel [11], Bertoin and Doney
[1], Caravenna [6], Vatutin and Wachtel [32], Doney [10], Kersting and Vatutin [23]. Most
of this work is based on the Wiener-Hopf factorization and various factorization identities.
Varopoulos [30, 31], Eichelsbacher and Kénig [12], Denisov and Wachtel [7, 8] have studied
the setting of random walks in cones and have developed a new approach for obtaining
exact asymptotics based on the construction of a harmonic function for a certain operator.
This construction therefore avoids the use of the Wiener-Hopf factorization. Following this
method, in the case of dependent random variables recent progress was made in [17, 15],
where conditioned integral limit theorems for products of random matrices and for Markov
chains satisfying spectral gap properties have been obtained. In [16] a conditioned local
limit theorem for a Markov chain with finite state space was considered.

As far as we know, conditioned integral and local limit theorems for Birkhoff sums have
not yet been considered in the literature. In establishing these results we encountered two
main difficulties.

The first one is actually related with the statement of the conditioned limit theorems
themselves. In the case of Markov chain, the statement of results requires the use of
the corresponding harmonic function. In some cases the subshift comes with an auxiliary
Markov chain and the statement of the conditioned central limit theorem can be deduced
from the Markov case. But in general, to state the result for our dynamical system, we
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need a replacement for the harmonic function. Indeed, one of the major findings of the
paper is that, in the case for the subshift of finite type (X,T,v) with a general Holder
continuous observable f, a more general object — the harmonic measure ;f — has to be
considered. The conditioned central limit theorem for the Birkhoff sum ¢ + 5, f is stated
in terms of the harmonic measure p/, whose use cannot be avoided and which constitutes
an essential characteristic of the model. The construction of i/ is performed first for the
sum t + S, f with an observable f depending only on the past coordinates, which in the
reversed setting corresponds to studying a Markov chain. Then it is extended gradually to
a function f depending on the whole set of coordinates using smoothing techniques and a
vague convergence argument, see Section 3.

Once this construction is achieved we are able to adapt several statements from the
Markov chain case, such as the conditioned central limit theorem, to the dynamical system
setting. We were motivated by the previous developments in [15, 16] for the Markov
chains. To put it in a nutshell, we shall first establish the corresponding theorems for the
Birkhoff sum ¢+ S,, f with an observable f depending only on the future coordinates, which
corresponds to dealing with some Markov chain. Then we extend them to the general case
of subshifts of finite type, using the technique similar to that developed for the proof of the
existence of the harmonic measure.

The second difficulty is related to the proof of the corresponding conditioned local limit
theorem. For proving the conditioned local limit theorem in the case of finite Markov
chains [16] it is necessary to consider the reversed walk, which in this particular case is
again a Markov chain. For the subshift of finite type the situation is trickier, but can be
handled using the reversed subshift. Once the harmonic measure p/ is constructed for any
Holder continuous observable f, this construction can be applied to the reversed subshift
(X, T71,v) with observable —f o T~ yielding the reverse harmonic measure i/, which is
necessary to state the conditioned local limit theorem. To prove the conditioned local limit
theorem we are able to patch up the two conditioned integral limit theorems for the direct
and reversed walks to establish a conditioned local limit theorem, where both measures
and i~/ will show up. We use the techniques from [7] and [18] which deal with random
walks with independent increments.

In a perspective, it is possible to apply the developed approach for studying conditioned
local limit theorems for products of random matrices and more generally for Markov chains
with values in general state spaces, in contrast to [16] where a chain with finite state spaces
has been considered. This will be the subject of a forthcoming paper.

Acknowledgement. The authors would like to express their gratitude to the referee for
the very careful reading of the article and for the fine remarks that have contributed to
improve the presentation.

Ion Grama and Hui Xiao are supported by DFG grant ME 4473/2-1. Hui Xiao is also
supported by the National Natural Science Foundation of China (Grant No. 12288201).

2. BACKGROUND AND AUXILIARY STATEMENTS

2.1. Subshift of finite type and Gibbs measure. We start by precisely introducing
the subshift of finite type. Let k > 2 be an integer and A = {1,2,...,k}. Let M be
a transition matrix on A, that is to say, M = (M (4, J))ijea is a matrix with coefficients
in {0,1}. We assume that the transition matrix M is aperiodic in the sense that there



8 ION GRAMA, JEAN-FRANGOIS QUINT, AND HUI XIAO

exists an integer p > 1 such that all the coefficients of the matrix MP? are strictly positive.
Consider the associated subshift of finite type

X = {a: = (Tn)nez € A% . M(2p,2p01) = 1,n € Z} C AZ,

equipped with the shift map 7" defined by (T'x), = z,.; for z € X and n € Z. The set
{1,2,...,k} is equipped with the discrete topology, so the space AZ is compact with the
corresponding Tychonov product topology. We equip X with the induced topology, which
is also compact. For any © = (2,,)nez € X and y = (Yn)nez € X, define

w(z,y) =min{k > 0: xy # yx, or T_p # Y_i}.

Note that for any constant a € (0,1), the function (z,y) — a*®¥) is a distance on X which
induces the natural product topology.

=The space of real-valued continuous functions f : X — R is denoted by C(X). For any
function f € C(X), we say that f is Hélder continuous on X if there exist constants C' > 0
and « € (0,1) such that for all z,y € X|

[f (@) = fy)l < Ca®t. (2.1)

For a fixed o € (0,1), denote by %, the space of all real-valued functions on X satisfying
(2.1) for some constant C', equipped with the following norm

/@) = I

@)

I/l = sup|f(a)| + sup 22

z,yeXiz#y

The function d, : (z,y) — a*@¥) is a distance on X, and %, is the space of Lipschitz
continuous functions with respect to the distance d,. Note that the notion of Lipschitz
continuity depends on the index «, but the notion of Holder continuity does not. It is
clear that the set of all real-valued Hélder continuous functions on X can be written as

B = Upcac1PBa.
For any f € 2, we consider the Birkhoff sum process (S, f)n>0 by setting Sof = 0 and
Sof=f+...+foT™ n>1.
Let us denote by Xt C A" the set
Xt = {x = (Tp)neny € AVt M (2, 2pp1) = 1,n € N} c AN,

The set of continuous functions on X* is denoted by C(XT). By abuse of notation, the
one-sided shift map Xt — Xt will still be denoted by T.
The Ruelle operator Ly : C(X1) — C(X7) related to f € C(X") is defined as follows: for
any g € C(XT),
Lig(z)= > e TWg(y), =eXt. (2.3)
y: Ty=x

One can easily see that £ is a bounded linear operator on C(X). From (2.3), by iteration,
it follows that for any n > 1,

tg(z) = > e Wg(y), zeX'

y: Ty=x

Also, if h € C(XT), we have the conjugacy relation
Lpsnor—ng = ¢ "Ly (') . (2.4)
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which tells us that the spectral properties of the transfer operator £; only depend on the
cohomology class of f. We say that a real-valued and Holder continuous function ¢ on X+
is normalized if £,1 = 1. By [24, Chapter 2, Theorem 2.2], there exist a real-valued Holder
continuous function h and a real number A such that L£,e" = e*™. From the conjugacy
relation (2.4), this tells us that the function ¢ — hoT 4+ h+ X is also normalized. Therefore,
all over the paper, we will assume that v is normalized. In this case, it is well known (e.g.
[24]) that the adjoint operator £, admits a unique invariant probability measure v*. The
measure v is called the Gibbs measure related to the potential . Since 1) is normalized,
the measure v is T-invariant, that is, for any f € C(X"),

vH(foT) = vt (f), (2.5)
see [24, Chapter 2].
Note that v is also T-ergodic, meaning that any T-invariant Borel subset B of Xt has
v+ measure 0 or 1:
T'B=B = v"(B)ec{0,1}.

Thanks to the following lemma, the measure v+ allows to define a T-invariant measure
on X.

Lemma 2.1. Let v be a Borel probability measure on X which is T-invariant. Then
there exists a unique T-invariant Borel probability measure v on X such that the image of
v under the natural projection map X — X is equal to v+.

The proof of this lemma is just a consequence of Kolmogorov’s extension theorem. We
will actually give an explicit formula for the measure v below.

2.2. Conditional measures on the past. For any z € X*, we shall construct a measure
v, , which is the conditional measure of v with respect to the map = € X — =, € X*. To
this end, for any a € A, let

X; = {y € A_N* : M(y—laa) = 17M(y—n—17y—n) — 1’\V/n 2 1}7

where M is the transition matrix on the set A which was used to define the finite type
subshift X C A%Z. For any z € XT, we set X, = X, ; where 2 is the first coordinate of
z € XT. We have the decomposition
X= U XI x{z}.
zeXt

The point z may be thought of as the future of the trajectory whereas the elements of X7
describe the pasts which are compatible with this future. Let us introduce some notation
related to this decomposition. For any z € X* and y € X_, we denote y - z = (y,2) € X.
For z € Xt and k > 1, we set

Al; = {(y_k, c. ,y_l) S A{_k""’_l} :

z )

M(y_1,20) =1, M(y_p—1,y—n) =1,VI<n< k- 1}.
For (y_g,...,y_1) € A¥ weset y_i...y_1 -z to be the element w € X* defined by

Ynk HO0<n<Ek—1
Wy, = .
Zn—r fn>=k.
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For a € A¥| let

Coo={yeX] typ=0a_p,...,y-1 =a_1} (2.6)

be the associated cylinder of length k£ in X7 .

Recall that the two-sided shift map T : X — X and its inverse 7! are defined by
(Tx), = xpy1 and (T 'x), = x,_1 for any z € X and n € Z. By abuse of notation, the
one-sided forward shift map will be denoted by T : X* +— X* and is defined by T'(z) =
(21, X9, 23, ...), for any x = (x¢,x1,x2,...) € XT. Let us define conditional measures on
the past of trajectories. For k > 0, define v/ as a function on cylinders of length k in X_
by the formula

Vf((ca,z) - eXP(—Sk¢(G . Z)), (27)
for a € A*. Since £,1 = 1, we have that for any a € A%,
Vf((ca,z) = Z V§+1<Cb-a,z)- (28)
beA
M(b,a_g)=1

By Kolmogorov’s extension theorem, from equation (2.8) it follows that there exists a
unique Borel probability measure v, on X, such that for any k& > 0, v* is the restriction
of v to cylinders of length k.

We can now give an explicit formula for the measure v in terms of the measures v+ and

v, .

Lemma 2.2. Let ¢ € C(X). Then we have
ve) = [ [ ety 2z (dyvt(dz).

Proof. By Lemma 2.1, it suffices to prove that the measure v on X defined by the above
equation is T-invariant. This property is a direct consequence of the definition of the
measures v, z € X, and of the fact that v* is £,-invariant. O

We shall use the fact that the measures v, and v, are equivalent.
Lemma 2.3. There exists a real-valued continuous function 0 on the set

Ky = {(?/,z,z’) € AT X Xt x XF iz =2,y eX] :Xz_’}

z 7

/X oy (dy) = /X ()’ (dy).

z z

such that for any z,z' € Xt and any continuous function ¢ on X7, one has

Besides, there exists a constant ¢ > 0 such that for any (y, z,2") € X3,
0(y, z,2")| < ca®®*).

Proof. Indeed, it suffices to set

0y, 2 ) = 3 (UT (- 2) — oIy - =)

k=1
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2.3. General properties of exit times. From the following lemma it follows that the

function x — 7/ () is finite v-almost surely.

Lemma 2.4. Let f € % with v(f) = 0. Assume that f is not a coboundary. Then for
v-almost every x € X, one has

}Lgfl Snf(x) = —o0.
Proof. Consider the Borel set
A= {x eX: 1I;f15nf(x) > —oo}.

It is clear that the set A is T-invariant. Therefore v(A) = 0 or v(A) = 1. Assume that
v(A) = 1, then let us show that f is a coboundary. Indeed, for any x € A, we have that
h(z) = liminf, ;o S, f(z) > —oo. Since v(f) = 0, it is well known that S, f(z) admits
finite limit points for v-almost every = € X, so that h(z) < co. Now by definition, we have
h(Tx) = h(xz) — f(z), hence f is a coboundary as a measurable function on X. Therefore,

by [24, Proposition 6.2], we get that f is a coboundary as a Holder continuous function on
X. O

For notational reasons, it is more convenient to study objects defined by the reverse shift
T—'. Note that the two studies are equivalent.

Indeed, let us define the flip map ¢ : A% — A% by the following relation: for any
r=0(..,2_1,20,71,...) € AZitholds t(z) = (..., 21,20, 7_1,...) € AL thatis (1z), = 2v_,
for n € Z. The following lemma is classical (see [24, Chapter 2]).

Lemma 2.5. The set 1X is a subshift of finite type and the measure v,v is a Gibbs measure
on 1X.

For f € A, consider the reversed Birkhoff sum process (S'H f)n>1 which is defined as
follows: for any x € X

Suf(@) = f(T7 ) + f(T°0) + ...+ f(T"2) = S f(T "), n>1
In the same way, denote by 7/ (x) the first time when ¢ + S f () becomes negative: for any
r € X,
i (z) == inf {k > 1, t + Sif(z) < 0}, (2.9)

Then the relation between the exit times 77 and %/ is given by

7 (Tx) =¥ (x), zeX

In the present paper we deal with the measure

v (x eX: 7 (x) > n) (2.10)
which, by the discussion above, is equivalent to studying the measure
V(xGX:%tf(x) >n). (2.11)

In turn, Lemma 2.2 shows that in order to study (2.11), it suffices to investigate
v, (y eX; H(y 2) > n), (2.12)

for = € X*. We will do it by using tools from the theory of Markov chains [15]. In
particular, we will make use of the martingale approximation for the process (S, f)n>1-
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2.4. Martingale approximation. Recall that 2 = Uy.n<1%., where A, is the space
of real-valued a-Holder continuous functions on X endowed with the norm (2.2). In the
same way, we denote by %1 the space of real-valued a-Hélder continuous functions on Xt
endowed with the norm

/@) = F)]

11l == sup [f(z)| +  sup Q@)

rzeX+ z,yeXtT Aty
Let 7 = Upcac1%7. Note that every Holder continuous function f on X* can be extended
to a Holder continuous function on X defined by

r=(..,x_1,20,21,...) € X f(xg,x1,...),

so we can identify Z" with a subspace of £.
Let f € A. Define the cohomology class of f as the following set of Holder continuous
functions:

C(f)={fo€B| fo=f—hoT+h, he B}
The following proposition tells us that there exists a natural choice in €'(f).

Proposition 2.6. Let f € B be such that v(f) = 0. Then there exists a unique function
fo € BT such that Lyfo =0 and its extension on X belongs to €(f).

Proof. First we prove the existence of fy. By Proposition 1.2 in [24], there exists a Holder
continuous function g on X*, whose extension to X is cohomologous to f. As v(f) =0, we
have v*(g) = 0. Now we choose o € (0,1) close enough to 1 so that £, is bounded on %,
and g € #,. By the spectral gap property for the operator £, (see Theorem 2.2 of [24]),
there exists a Holder continuous function h € %, such that

Since h = hLyl = Ly(hoT), it follows that
Ly(g—hoT+h)=0.

Hence there exists a function fy: =g —hoT + h € €(f) satistying L, fo = 0.

Now we prove the uniqueness of fy. Suppose that there exist fy, f € €(f) such that
Lyfo = Lyfl =0. Then fy — f} is a coboundary, namely, there exists h; € % such that
fo—fi=h1oT —hy. As fy and f] depend only on the future coordinates, it is well known
that hy depends only on the future coordinates. It follows that L,(hy o T — hy) = 0 and
hence L,hy = hy. This implies that hy is a constant and therefore fj = fj. O

For any z € X*, we have defined a probability measure v, on the set X; € A™N of
past sequences which are compatible with z. For n > 1, we let .%,, denote the o-algebra of
subsets of A™N" generated by the coordinate maps y + (y_1,...,%_n). By convention, we
also define .%; as the trivial o-algebra. And we let .77 be the o-algebra induced on X7 .
The following proposition is a classical result from [24]:

Proposition 2.7. Let fy € C(X*). Then Lyfo = 0 if and only if for any z € Xt, the
sequence of random variables

yeX; = Sufoly-2), n=0

is a martingale on X, equipped with the probability measure v, w.r.t. the filtration (Z7)n>0-
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Proof. Denote by g7 : X, — R the function y — S, fo(y - z). Then for y € X, and n > 1,
we have by the definition of the measure v,

v (63| 7o) W) = gioa () + Lo fo(T(y - 2)).

From this identity, the assertion follows. U

The following result shows that the difference S, f— Sng is bounded, for f and ¢ in the
same cohomology class.

Lemma 2.8. Let f € BB and g € €(f). Let h € B be such that f —g=hoT — h. Then,
for any x € X and any n > 1, we have

180 f(x) = Sng(@)| < € = 2[|]|oo-

Proof. Indeed, we have S, f —S,g = hoT™—h. Since S, f = (Spf)oT ", we get Sof—8,9=
h — h o T, which proves the assertion. O

2.5. The Holder continuity and approximation. We establish several technical results
which will be used in the proofs of the main results of the paper. In particular, they will
allow us to prove that several convergences hold uniformly in z € X*.

Lemma 2.9. For any g € B, there exist constants o € (0,1) and co > 0 such that for any
n>1, zz2 € Xt with zo = z, and y € X7 (=X,), one has

[Sug(y - 2) = Sngly - #)| < oo, (2.14)
In particular, for any g € A, there exists a constant co > 0 such that for any n > 1,
z, 2 € Xt with zg = 2, and y € X (=X,), it holds
Sug(y - 2) < Sugly - ') + co.
Proof. Since g € A, there exists a constant L, such that for any z, 2’ € X|
l9(x) — g(a)] < Ly,

where 0 < a < 1. Hence for any z, 2’ € Xt with zp = 2} and y € X_, and n > 1, one has

n—1

< Z Lganflﬁ»w(z,z)
k=0

v v

Sng(y - 2) = Sug(y - 2')

al-{-w(z,z’) wlost
< Lgﬁ = Cox (z, )
The desired result follows. 0J
Corollary 2.10. For any g € A, there exist constants o € (0,1) and co > 0 such that for
anyn =1, z,2' € Xt with zg = 2, and y € X (= X), we have
1I<nji£n Sig(y - z) — 1r<nji£n Sigly - 2)| < cpa). (2.15)

Proof. By Lemma 2.9, there exist constants ¢ > 0 and a € (0,1) such that for any
nzjzl,

min Sjg(y - 2) < 8;g(y - ) < Sjg(y - 2') + coa*).

1<j<n
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Taking the minimum over 1 < j < n on the right-hand side, we get

min S;g(y - z) < min Sigly - 2') + coa®®?), (2.16)
IIN

1<j<n
In the same way, again by Lemma 2.9, there exist constants ¢g > 0 and « € (0, 1) such
that for any n > j > 1,
Sigly - 2) = S;g(y - 2') — coa®®*) > min S,g(y - 2') — coa**").

1<g<n

Taking the minimum over 1 < 7 < n on the left-hand side, we get

i, 5000 2) > min, Sigly - ) - coa”", (217)
Combining (2.16) and (2.17), we conclude the proof of (2.15). O

We will also need the following technical lemma that allows us to approximate the func-
tion g € £ by a function z — ¢,,(x) on X which only depends on the coordinates {x }r>_m-

Lemma 2.11. Let g € B. Then there exist constants o € (0,1), ¢; > 0 and a sequence of
Hélder continuous functions (gm)mso on X which only depend on the coordinates {xx}r>—m
such that Lyg0 = 0 and for any m > 0,

sup S’ngm — S’ngH < a™. (2.18)
n>1 o0
Proof. By Proposition 2.6, there exist gy € " and h € & with L,go = 0 and
go=g—hoT +h. (2.19)

Since h € A, there is a € (0,1) such that h € A,. Then, for any m > 0, there exists a
Holder continuous function h,, on X which only depends on the coordinates {z }x>_., such
that

||h - hm”oo < Clamy (220)

where ¢; > 0 is a fixed constant not depending on m, and by convention hy = 0. We define
for any m > 0,

Im =go + hmoT — h,,. (2.21)
From (2.19), (2.20) and (2.21), we get (2.18). O
2.6. Duality. The next duality property will be crucial in the proof of the main results.

Lemma 2.12. Let g € B. For any n > 1 and any non-negative measurable function
F:XXRxXxR— R, we have

v

Proof. By a change of variable t = u — S,,g(x), it follows that

I:= /R/XF (m,t,T‘”x,t + Sng(x)) ]l{t+5’n_1g(x)>0 .... t+§lg(z)>0}y(dx)dt

:/R/XF<$,U—§ng(x),T_”x,u>

X ]]-{ufg(T_"x)QO ..... ufg(T_":c)f...7g(T—2:E)>O}V(dI>du‘
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Since the measure v is T~ '-invariant, we obtain

I= /R/XF(TniL',u - Sng(x)axau)]l{u—Slg(x)20,...,u—Sn,1g(m)20}V(dx)dua

which ends the proof of the lemma. 0

3. HARMONICITY FOR DYNAMICAL SYSTEM

3.1. Existence of the harmonic function. The aim of this section is to prove the ex-
istence of a function V/ on the state space R which we call the harmonic function of f
by analogy with the theory developed for Markov chains in [15]. Our main result is the
following theorem:

Theorem 3.1. Let f be a Holder continuous function on X such that f is not a coboundary
and v(f) = 0. Then there exists a unique non-decreasing and right continuous function
VIR — R, such that for any continuous compactly supported function ¢ on R,

. _ !
Jim [ () /X Suf @)Lt oy V() = /R (V! (t)dt. (3.1)
Besides, there exists a constant ¢ > 0 such that for any t € R,
max{t — ¢,0} < V/(t) < max{t,0} +c. (3.2)

Note that, the bound (3.2) implies that V/(¢)/t — 1 as t — oo.

The proof of Theorem 3.1 will be given at the end of this section. At this point we start
by giving an explicit formula for the harmonic function in the case where the observable
only depends on future coordinates. Let g € BT with v(g) = 0 and assume that g is
not a coboundary. Let gy be the unique element of %% such that Ly,90 = 0 and go is
cohomologous to g, as in Proposition 2.6. For z € X and ¢ € R, we set

Vg (z,1) / STq (5-2) go y-2)v, (dy). (3.3)

This integral makes sense. Indeed, first, by Lemma 3.3, the stopping time y — 7 (y - 2)
is finite v, -almost everywhere. Second, the Birkhoff sum ¢ + gﬁg(y%) g(y - z) takes values
in the interval [—||g||o0, 0] when ¢ is non-negative, and in the interval [t — ||g||o, 0] When
t is negative. Third, by Lemma 2.8, the difference of the Birkhoff sums for g and g is
uniformly bounded.

The function V9 (z,-) plays a crucial role in proving conditioned limit theorems for prod-
ucts of random matrices and more generally for Markov chains, see [17] and [15]. From the
results of [15] it follows that V9(z, -) has the following harmonicity property.

Lemma 3.2. Let g be in BT such that v™(g) = 0 and g is not a coboundary. Then for
any (z,t) € Xt x R, we have

Vit = Y e g VO g(2), (3.4)

ZeXt:T(z)==2

The proof of the existence of the harmonic function V9 given in [15] is rather difficult.
In the case of the subshift of finite type (since the jumps are bounded) it is possible to give
a much shorter direct proof, which is not included because of the space limitations.

We shall extend the definition of f/g(z, -) to the case of any function g € 4, that is, the
case of a function g that depends on both the past and the future coordinates. We will use
the following technical assertion:
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Lemma 3.3. Let g € A such that v(g) = 0 and g is not a coboundary with respect to T.
Then, for any t € R, it holds uniformly in z € Xt that

Jim v (yEX;:ﬁg(yw) >n) =0.
Proof. Let ¢y > 0 be as in Lemma 2.9. By Lemma 2.4 and Fubini’s theorem, for any a € A,
we can find 2/ € X* such that 2z, = a and the function y — 77, (y - 2’) on X, is finite
v_-almost everywhere. Then for any z € X with z; = a, we have
{yEX;:ﬁg(y-z) >n} C {yEX;:%ﬂrcO(yw') >n}.
From Lemma 2.3, we get that for some constant ¢ > 0,
v, (y eX; H(y-2)> n) < v, (y € Xy e (y- z’)) :
Thus, the lemma follows from the fact that v, (y eXy o,y 2) > n) converges to 0

as n — oo. O

Now we give an alternative definition of the function Vg(z, -) for g € A", where the key
point is that in this case, the function y — 77 (y - 2) is a stopping time with respect to the
filtration {77 }r=o.

Lemma 3.4. Let g € B with v(g) = 0 and assume that g is not a coboundary. Let go
be the unique element of B+ such that Ly(go) = 0 and gy is cohomologous to g. Then, for
any t € R, we have, uniformly in z € Xt,

oz t) = Jim [ (64 8900+ 2) T pspmpony o ()

n—o0 X5

= lim /X_ gng()<y ) Z)]l{%f(y~2)>n}V; (dy> (35)

n—00

In addition, there is a constant ¢ > 0 such that, for any z € XT, t € R andn > 1,

/X* Sy - z)]l{%tg(y.zpn}yz_(dy) < max{t,0} + ¢, (3.6)

for any z € X* and t € R,
t—e<VI(zt) <t+e, (3.7)

and for any z € Xt and t < —c, it holds that V% (z,t) = 0.
Moreover, for any z € Xt the function VI(z,-) is non-decreasing on R.

Proof. Since g is cohomologous to go, by Lemma 2.8, all Birkhoff sums gng(y - z) stay at
bounded distance from the Birkhoff sums S,,go(y- z). Therefore one can deal with .S, go(y- 2)
instead of S,¢(y - z). By the optional stopping theorem, for any n > 1,

/. R N U ()
= /X ; Sngo(y - 2)v (dy) — /X : Sngo(y - 2)L fz(, <y vz (dy)

- /Xz Sﬁq(yz)gO(?J : Z)]l{%f(y-z)gn}yz_ (dy).

The bound (3.6) follows since ¢ + S}tg(y,z)go(y - z) is bounded from below, because ¢ +

v

Si9(y2-19(y - ) = 0 and g is bounded.
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Note that, as t + S'%tg(y.z)g(y -z) < 0, the quantity ¢+ S'%tg(y.z)go(y - z) is also bounded from
above. Therefore, by Lemma 3.3, we obtain (3.5) uniformly in z € X.
Still because the function y +— ¢4 .5:9(,..)go(y - 2) is uniformly bounded, we get V9(2,t) €

[t —c,t+c], for some constant ¢ > 0. Besides, if t < —||g]|o0, We get 77 (y-z) = 1 everywhere
for all z € X*, thus by (2.7) and (2.3) we have

V() = [ (go(y-1-2) vA(dyr) = Lolgo)(2) = 0.

It remains to prove the monotonicity of ¢ — V9(z,t). As 79 < 7 for any ¢ < to, and
ty 4+ Sng = 0 on the set {7 > n}, it follows that

/Xz (t1 + Sng(y . z)) ]l{%tgl (y,z)>n}1/z_(dy)

< /X7 <t2 + gng(y ' Z)) ]l{%tgz(y-z)>n}yz_ (dy)

z

Letting n — oo yields that the function ‘v/g(z, -) is non-decreasing on R. 0

By using Lemma 3.4, we can now give a definition of V¢ for a function ¢ only depending
on finitely many negative coordinates.

Lemma 3.5. Let g € & such that v(g) = 0 and g is not a coboundary. Assume that g
only depends on m mnegative coordinates for some m = 0. In other words, the function
h=goT™e %A*. Then, for anyt € R, we have uniformly in z € X*,

Jim [ Sn0( 2 gy vz () = £ (V10,0) (2).
Let g and h be as in Lemma 3.5. We set for z € X and ¢ € R,
VI(z,t) = L (V1)) (2).

Lemma 3.5 implies that this notation is coherent with that introduced in (3.3).

Proof of Lemma 3.5. By conditioning over the m first coordinates of y, we get for n > 0,

~/Xz Sng<y ’ Z)]l{%f(y-z)>n}yz_ <dy)

v

= % exp(=Sut(a-2) [ 509+ @) D sp(ya)mpon Ve (@)

ac Ay a
= anAm exp(—Smi(a- z)) /Xm gnh(T_m(y -a) - Z)]l{%thoT‘m((y.a)-z)>n}Vc:z(dy)
= Z exp(—Smy(a - 2)) /7 gnh(y (a- Z))]]'{%h(y-(a-z))>n}yt;z(dy)7
ac AT Xaz !
where we have used the relations (y-a) -z =T™(y- (a-2)) and 77" = 7 o T=™. The

conclusion now follows from Lemma 3.4 and the definition of the transfer operator L. [

We will prove that the convergence in Lemma 3.5 holds in a weak sense for every function
g € #. The key step to prove Theorem 3.1 is the following technical lemma which shows
that the convergence of Lemma 3.5 holds for all functions g € # in a weak sense.
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Lemma 3.6. Assume that g € B is not a coboundary w.r.t. to T and v(g) = 0. Then, for
any continuous compactly supported function o on R, uniformly in z € X, the following
limit exists and s finite:

n—oo
z

Proof. Assume that g € A. Let (gm)m=0, 1 > 0 and o € (0,1) be as in Lemma 2.11. Set

Walzt) = [ (6480000 2)) L ispmpong ()
and

anm(Z, t) - /Xf (t + Sv’ngm(y ' Z)> ]1{%fm(y~z)>n}yz_ (dy)

z

By (2.18), we have the inclusions

{%fmzclam > n} C{# >n}C {%,;‘szm > n}

which imply that

Wam(z,t —2c10™) < Wy(2,t) < Wi m(2,t + 2¢10™). (3.8)
In the same way, we have
Wim(2,t) < Who(2z,t 4+ 2¢1) < max{t,0} + co, (3.9)

where the last bound follows from (3.6).

By lemma 3.5, for fixed m > 0, as n — oo, the function W, (2, ) converges to V9 (z, t),
uniformly in z € X*. From (3 8) we get

VI (2t — 2c10™) < lim inf W (z,t) < limsup Wy, (2, 1) < VI (2, t + 2¢,a™).

n—o0

Now we have

/ o(t) [V‘qm(z t+2ca™) — ‘v/gm(z,t — 2010/”)} dt
= / (t — 2c10™) — p(t + 2c10™)]| VI (2, t)dL.

Using (3.9) and Lemma 3.5, we have that V9" (z,t) < ¢, + max{t,0}. As ¢ is continuous
on R with compact support, by the Lebesgue dominated convergence theorem, we get that
uniformly in z € X*,

lim [ ¢(t) {‘v/gm(z, t+2c,0™) — VI (2t — 2010/")} dt = 0.

m—oo JR

This tells us that [p ¢(t)W,(z,t)dt has a uniform limit as n — oo. O

We will use the previous lemma to build a function V9 (z,t). The existence of this function
will be deduced from the following elementary fact from the theory of distributions.

Lemma 3.7. Let (V,,)n>1 be a sequence of non-decreasing functions on R. Assume that for
every continuous compactly supported function ¢ on R, the sequence [p V,(t)(t)dt admits
a finite limit. Then there exists a unique right continuous and non-decreasing function V
on R such that for any continuous compactly supported function v, we have

Jim [ Va(®e(t)dt = /v
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Now we construct the function V9(z,t) for any g € 4.

Lemma 3.8. Assume that g € & is not a coboundary w.r.t. to T and v(g) = 0. Then, for

any z € X1, there exists a unique non-decreasing and right continuous function Ve (z,-) on
R such that
1. For any continuous compactly supported function ¢ on R, uniformly in z € X*,

lim [ (0 /X i Su0(y - 2V (0 2oy v ()t = /R (V9 (2, t)dt. (3.10)

n—oo

2. For any continuous compactly supported function ¢ on R, the mapping z — [ go(t)‘vfg(z, t)dt
is continuous on X,
3. There exists a constant ¢ > 0 such that for any z € X* and t € Ry,

t—e<VIz)<t+ec (3.11)
In addition, for any z € X and t < —c, we have Vg(z,t) =0.
')

By Lemma 3.4, in the case g € #*, the notation Ve (z,-) is coherent with the one in

(3.3).

Proof of Lemma 3.8. Fix z € X*. By Lemmas 3.3 and 3.6, the following limit exists: for
any continuous compactly supported function ¢ on R,

Jm [ o) [ (4 8,000 2) L pnny s (du)dt (3.12)
For t € R, set
Vi) = [ (14809 2) Lsngnponyvs (dy). (3.13)

Then the function Xv/ng (z,+) is non-decreasing on R. By Lemma 3.7, there exists a unique

non-decreasing and right continuous function Ve (z,+) on R such that for any continuous
function ¢ on R with compact support,

lim /R V9 (2, ) p(t)dt = /R V92, t)p(t)dt.

n—o0

Note that for ¢ < —||g||se, We have 77 = 1 everywhere. Hence V9(z,t) = 0 for t < —c.

We now prove (3.11). By Proposition 2.6, there exists gy € % such that L,(go) = 0
and ¢ is cohomologous to gg. By Lemma 2.11, we can choose a constant ¢ > 0 large enough
such that for any n > 1, it holds that Hgng — gngoHoo < ¢. By Lemmas 3.3 and 3.6, we
have, for any continuous non-negative function ¢ on R with compact support,

lim [ (! /X (t+c+5*ngo(y-z))]1{%5(y_z)>n}y;(dy)dt:/Rvg(z,t)ga(t)dt.

n—oo

Note that from Lemma 3.3, we have v (y € XJ : 7/(y-2) > n) — 0 as n — co. As we
have the following inclusion: for any ¢t € R,

{72 >n} c{#H >n} C {7 >n},

and as ¢ + ¢+ S,go > 0 on the set {7, > n}, we get

LVt = et < [ Vo 0edt < [ V0t + gl
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Since this holds for any continuous non-negative test function ¢ on R, we obtain
V9 (2,t —¢) < VI(z,t) < V(2L +¢). (3.14)
This, together with Lemma 3.7, concludes the proof of (3.11).
We now want to prove the continuity in z € X* of the function z — [ @(t)V9(z,t)dt. To

this aim, we establish a uniform bound for the quantity V9(z,¢) defined in (3.13). Indeed,
as usual, we have V9(z,t) < V%(z,t + ¢). Now the optional stopping theorem gives

V9 (z,t) =t (y eX; Hy-2) > n)
" i S0y 90(Y - Zﬂ{%fo(yz)gn}’/;(dy)
< [t =+ [t + llgollo = 2[E] + [|gollo-
From (3.14) we get
V(2. ) < 2[t] + 2¢ + || gol o (3.15)
It remains to prove that for any continuous compactly supported function ¢ on R, the
mapping z — [ ©(t)V9(z,t)dt is continuous on X*. It suffices to prove that for any n > 1,
the mapping z — [ @(t)V,9(z,t)dt is continuous on X*.
A priori, for fixed ¢ € R, the function z — V9(z,t) is not continuous. Nevertheless, we

claim that it satisfies the following weak continuity property: for € > 0, there exists k € N
such that for any z, 2’ € XT with w(z, 2’) > k we have

VI(z,t —e) < VI 1) S VI(z,t+e).

Indeed, this follows from the inequality (2.14) in Lemma 2.9. This, together with the
bound (3.15) and the uniform continuity of the function ¢, implies that the mapping
2z [p(t)VI(z,t)dt is continuous on XT. O

The previous statements can be summarized as follows:

Theorem 3.9. Let g be a Hélder continuous function on X such that v(g) = 0 and g is
not a coboundary. Then there exists a unique non-decreasing and right continuous function
VIR — R, with the following properties:

1. For any continuous compactly supported function ¢ on R,

. 5 _ 79
Jim [ () /X Sug (@)1 g0y ()l /R o(OV9(t)d. (3.16)
2. There exists a constant ¢ > 0 such that for any t € R it holds

max{t — ¢,0} < V9(t) < max{t,0} + c. (3.17)
Proof. Let g € A. For t € R, we set

VI(t) = /X VA, (de).

Then the points 1 and 2 of Theorem 3.9 follow from (3.10) and (3.11) in Lemma 3.8,
respectively. 0

Proof of Theorem 3.1. 1t is easy to see that Theorem 3.1 is equivalent to Theorem 3.9 for
the reversed dynamics, i.e. by replacing f with ¢ = foT 1ot = foroT, and v with
Lyl. U
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3.2. Properties of the harmonic function. The goal of this section is to give some
additional properties of the harmonic function V¢ which will be necessary for the proof of
Theorem 1.3. We start with a continuity result on the cohomology class of the function g.

Lemma 3.10. Let g € B with v(g) = 0. Assume that g is not a coboundary. Let o € (0,1)
and (hp)nso be a sequence of element of B, that converges to 0 with respect to the Holder

norm || - ||o. Forn >0, set g, = g+ hy, oT — h,. Then, there exists a constant ¢ > 0 such
that for anyn >0, z € X* and t € R, one has
V9 (2, t) < max{t,0} + c. (3.18)

Moreover, for any continuous compactly supported function ¢ on R, we have, uniformly in
2z e X,

lim [ @(6)V9 (2, t)dt — /R P(V9(z, 1)dt. (3.19)

n—oo JRr

Proof. The bound (3.18) follows from (3.11) and the relation g, = g + h, o T — h,,. The

construction of the function V9 in (3.19) can be performed in the same way as in Lemmas
3.6 and 3.8. 0

We can also describe how the function V9 behaves when the function ¢ is shifted by the
dynamics.

Lemma 3.11. Let g € & with v(g) = 0. Assume that g is not a coboundary. Then, for
any z € Xt and t € R, we have

VIT (2, 8) = L4 (V1)) (2).

Proof. By Lemma 3.8, for any continuous compactly supported function ¢ on R, we have

7goT ! T & 1, . » -
Le@Vem ot = lim [ o) [ ST - DU s, v Ayt

z

By conditioning on the coordinate y_;, we get

/x; Sng(T(y - z))ll{%tgwl(y_zm}

- S - 1

= o 80000 e DL o (@) ),
Again by Lemma 3.8, we obtain

VT (o) = [ Vg m (dy) = £ (VG 0) (2),

as desired. n

v (dy)

3.3. The harmonic measure and the proof of Theorem 1.1. In the case when g
depends only on the future (¢ € #7), the function V9 satisfies the harmonicity equation
(3.4). In general, when g depends also on the past, this property may not hold. It turns
out that equation (3.4) can be reinterpreted as a kind of invariance property of a certain
Radon measure, which we will introduce at the end of this section. Indeed, we have:

Lemma 3.12. Let g be in B and let V' be a locally integrable non-negative function on
Xt x R. Then the following are equivalent:
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(1) For vt ® dt almost every (z,t) in X+ x R, we have

Viz,t)= Y e pgensgqV(Z, t+g(2).

ZeXt:T(2)==

(2) For any continuous compactly supported function ¢ on X+ x R, we have

L. eetviovtand = [ [T e@zt—g@)Visortagd. (320

Proof. The proof is a direct computation. Indeed, for any continuous compactly supported
function ¢ on Xt X R, by a change of variable, the right-hand side of (3.20) can be written
as

/R/X+ O(Tz, )L ygyz03V (2, ¢ + g(2))v (dz)dt.

As vt is L invariant, by using (2.5), we get for t € R,
o T2 O a0V (2t + g(2)v* (d2)

_ (z S V4 o)) (0,

X+

This proves the lemma. U

We will now show that the functions V9 and V9 can be seen as the densities with respect
to the Lebesgue measure on R of the projections on R of certain natural Radon measures
f19 and pf on X x R, which satisfy an invariance property similar to (3.20). Those measures
will play a key role in the statement of the conditioned local limit theorem. The purpose
of this subsection is to build them. This construction will follow the same lines as the
one of the harmonic functions. We will first use Markov chain arguments to define these
objects when g € 4 and then use approximation arguments to extend the definition to
the general case.

We first assume that g is in . In that case, for (z,t) € X x R with \79(2 t) >0,
let us introduce a Borel probability measure (i, on X_. To do this, for n > 1, let A” be
as in the definition (2.7). For a € A7, let us write a - z for the element X+ whose n ﬁrst
coordinates are a_,,...,a_; and whose k-th coordinate is z,_,, for k > n.

Lemma 3.13. Let g be in Bt such that vt (g) = 0 and g is not cohomologous to 0. Let

(z,t) be in XT x R with \79(2, t) > 0. Then, there exists a unique Borel probability measure
2y on X7 such that for any n >0 and any a € A” we have

[Lg:t—({y € Xz_ : y—n - a_n, P 7y—1 = a—l})

: V9(a - 2 a-z
= Toeg SR SWla Ve 2t 4 Sgla2)), (3.21)

as soon as t + Syg(T*(a-2)) =0 for all 1 < k < n.

Proof. The proof is a translation of the general construction of the Markov measures on
the set of trajectories of a Markov chain.
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Recall that, for a € A7, we denoted by C, . (see (2.6)) the associated cylinder of length
n in X7. For n > 0, define i7"} as a function on cylinders of length n in X7 by the formula

vg,n Caz - _ e
fi2; (Ca,z) Vo(z,t)
if t + Spg(T*(a - 2)) > 0 for all 1 < k < n; if not, we set 127 (C,.) = 0, (compare with
(2.7)). We claim that for any a € AZ, we have

(Co) = >0 i (Cha), (3.22)
beA
M (b,a—n)=1

xp(—Suth(a - 2))V(a - z,t + Spg(a- 2)),

(compare with (2.8)). Indeed, this follows from the harmonicity property of the function
V4 established in Lemma 3.2. By Kolmogorov’s extension theorem, equation (3.22) implies
that there exists a unique Borel probability measure i, on X7 such that for any n > 0,
[24 is the restriction of /i, to cylinders of length n. The lemma follows. O

In the same way as for the function V9 we can give an alternative definition of the
measures /i, , which relies on a convergence property.

Lemma 3.14. Let g € B1 with v(g) = 0 and assume that g is not a coboundary. Let (z,t)
be in XT x R and ¢ be a continuous function on X, . Then, we have

B2 (VO (z,t) = lim [ S,g(y- 2) W)L oy st V2 (dY)- (3.23)

n—oo X;
Proof. By Lemma 3.3, the limit in equation (3.23) is the same as the limit of

/X, (t + Sa9(y - Z)) P Ly 5y Ve (dY)-

z

The latter quantity is non-negative whenever ¢ is non-negative. Besides, if ¢ = 1, the
convergence follows from Lemma 3.4. Therefore, it suffices to check the convergence when
 is the indicator function of a cylinder set. Thus let m > 0 be an integer. Pick a € AT
and let C, . be the associated cylinder in X;. If Skg(Tk(a z)) < 0 for some 1 < k < m,
we have for n > m,

/ (t+ Sugly - 2)) Lew- (W1 050} Ve (dy) = 0.
If not, we have for n > m,
Lo (#4890 2)) Ve )1y 2y () = exp(=Sti(a - 2))

></X_ (t+5’nmg(y-a-z)—i—Smg(a-z))]l{vg - }V;Z(dy).

az t+Smg(a-z)\d

By Lemma 3.4, as n — oo, this converges to
exp(—=Smt(a- 2))\W9a- z,t + Spng(a - 2)),
which, by the definition of i, in Lemma 3.13, is equal to i, (Ca)V9(2, ). O

Using Lemma 3.14, we can now give a definition of /i, for a function g only depending
on finitely many negative coordinates.
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Lemma 3.15. Let g € A such that v(g) = 0 and g is not a coboundary. Assume that
g only depends on m negative coordinates for some m = 0. In other words, the function
h=goT™e B+. Let (z,t) be in Xt X R and ¢ be a continuous function on X, . For
a € AT, set @, to be the function y — ¢(y-a) on X .. Then, we have

z
N

lim [ Sng(y - 2)eW)L 200,005 = ()

n—oo Xz

= Z exp(—Spu¥(a - Z))Vh(a 2 t)ﬁ]c:jz_,t(gpa)'

acAT

Before proving this lemma, we recall some useful facts. Let g and h be as in Lemma
3.15. For z € Xt and t € R,

VI(z,t) = L] (V1) (2) = Y exp(=Snib(a-2)V(a- z,1).

acAT

If V9(z,t) > 0 and ¢ is a continuous function on X;, we set

cg— oy 1 _ NV - ko
i (p) = a0 1) anAg” exp(—Sptp(a-2))V"(a - 2z, t)fa +(Pa)- (3.24)

Lemma 3.15 implies that the notation (3.24) is coherent with that introduced in Lemma
3.13.

Proof of Lemma 3.15. As in the proof of Lemma 3.5, by conditioning over the m first
coordinates of y, we get for n > 0,

/Xz Sug(y - z)SO(y)]l{%tg(y_zbn}uz_(dy)

= > exp(=Smi(a-2)) /X ~ Sag((y - a) - 2)eY - O 0 ((yay.2y>n) Varx(dY)

acAT
= agm exp(—Sm¥(a - 2)) /X“ gnh(T—m(y -a) - z)gpa(y)]l{%ﬁorm((y'a).z)m}V;Z(dy)
_ agm exp(—Spi(a - 2)) /X Sy (@ )R] gy o} Ve (),

where we have used the relations (y-a)-z=T"(y- (a-z2)) and 71" = ¥t o T~™. The
conclusion now follows from Lemma 3.14. U

Now we prove that the convergence in Lemma 3.15 holds in a weak sense for every
function g € A.

Lemma 3.16. Assume that g € A is not a coboundary w.r.t. to T and v(g) = 0. Then, for
any z € XT, for any continuous compactly supported function ¢ on X, x R, the following
limit exists and is finite:

i [ Sugy 2oL gy vz (dy)it

Proof. First let us assume that ¢ is of the form (y,t) — ¢1(y)pa(t), where ¢ and ¢y are
non-negative continuous functions on X7 and R, and ¢y is compactly supported. In that
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case, let (gm)m=0, c1 > 0 and a € (0,1) be as in Lemma 2.11. Set
Walet) = [ (14 5,00 9) 01001 {51,035 ()

and

Wan(2,8) = [ (t4+Sugn(y - 2)) 1)L (50 (o V= ().

z

By (2.18), we have the inclusions
{%tglnzqam > n} C{# >n} C {%ffzcmm > n},
which imply that
Wom(z,t = 2c:0™) < Wy(z,t) < Wom(2,t + 2¢10™). (3.25)
By lemrvna 3.15, for fixed m > 0, as n — oo, the function W, ,,(z,t) converges to
" (1)V9m(2,t). From (3.25) we get

/igf'g’_}qam(gol)‘v/g’”(z,t —201a™) < lim inf Woa(z,t) < limsup W, (z, t)

n—00
< ﬂgj;7+_26101m(901)vgm(27 t+ cham)-

Now we have
[ 02(t) [ 00 (1) V2 (218 + 20107) = 5 (1) V2 (21 = 2e10™)]
_ /R [t — 2610™) — st + 2e10™)] 2% (1) VO (2, t)dt. (3.26)

Using (3.9) and Lemma 3.5, we have that V97 (z,) < c;+max{t,0}. As g, is continuous on
R with compact support, by the Lebesgue dominated convergence theorem, we get that the
left-hand side of (3.26) converges to 0 as m — oo. This tells us that [ @o(t)W,(z, t)dt has
a limit as n — oo. In other words, the lemma holds for the function p(y,t) = p1(y)pa(t).
This is also true when ¢; and ¢s are not necessarily non-negative.

The general case follows from a standard but tedious approximation argument. Indeed,
we can find a continuous compactly supported function # on R with support K such that for
any € > 0, there exist an integer p > 0 and continuous functions ¢; ; on X7 and continuous
compactly supported functions ¢; 2 on R with support included in K, 1 <7 < p, with

sup |p(y,t) — =(y,t)| <eb(t), teR, (3.27)
yeXy

where @ (y,t) = Y01 0i1(y)pia(t). We set ty = sup,eg [t|. By Lemma 3.3, we need to
show that

Un = [ [ (104 S0y 2)) 00 0 1y gy 2 (@)t
has a limit as n — oo. By the first case, we know that
Une = [ [ (to+ 80000 2)) el 0L 0, 10,y v7 (@)l

has a limit U, as n — oo. Besides, by Lemma 3.6, we get that

/R/X; (to + gng(y . z)) H(t)]l{%f(y~z)>n}’/; (dy)dt
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converges to [, V9(z,1)0(t)dt. By (3.27), we have
U. - 5/ V9(z,t)0(t)dt < liminf U, < limsup U, < U. + 5/ V9(z, t)0(t)dt,
R n—00 R

n—o0

which gives

limsup Uy, — lim inf U, 28/ V9(z,t)0(t)dt.
R

n—oo

Hence the proof of Lemma 3.16 is complete. O
Now we use the previous lemma to build a Radon measure 19~ on X7 xR for any g € 4.

Lemma 3.17. Assume that g € A is not a coboundary w.r.t. to T and v(g) = 0. Then,
for any z € X, there exists a unique Radon measure [19~ on X, X R such that for any
continuous compactly supported function ¢ on X, X R,

nhﬁrgo// (y,)Sng(y - z)]l{T (y-2)>n} V> _ (dy)dt = // 97 (dy, dt). (3.28)

Besides, the marginal measure of 19"~ on R under the natural projection map is the abso-
lutely continuous measure VI(z,t)dt.

Proof. By Lemma 3.16, the limit on the left-hand side of (3.28) exists. By Lemma 3.3, the
limit is the same as the one of

Jim /R / _@(y,t) (to + Sugly - 2)) Lzoayon) Vs (dy)dt,

where ty > 0 is arbitrarily large. In particular, this limit is non-negative. By Riesz
representation theorem, it may be written as 12~ (), where 9~ is a Radon measure on
X7 x R. By Lemma 3.8, the marginal measure of /12~ on R under the natural projection

map is the absolutely continuous measure Vg(z, t)dt. 0

We define the Radon measure 1Y on X x R by setting, for any continuous compactly
supported function ¢ on X x R,

o) = [ [ ety 20 (dy. iyt (d2).

The main result of this section is stated as follows.

Theorem 3.18. Let g be a Holder continuous function on X such that v(g) = 0 and g is
not a coboundary. Then, for any continuous compactly supported function @ on X x R, we
have

lim /X /R ()59 (@)1 0y V(o) dt = /X ola, ) (de, di). (3.29)

n—oo

Moreover, the following harmonicity property holds:
/ o(z, 1)jif (dz, dt) / / (T, t — g(x))ji(dz, dt). (3.30)
XxR

Proof. We can assume that ¢ is non-negative. By Lemma 3.17, for every z € X+ and ¢ € R,
we have

n—oo

— 2 )9 (dy, dt).
/XZ_/RsO(y z, t)id ™ (dy, dt)

lim /X _ /]R ey - z,t) (t+§ng(y'2>)]l{%f(y~2)>n}V; (dy)dt
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Thanks to the dominated convergence theorem, this will imply (3.29). Indeed, for t € R,
set O(t) = sup,cx p(x,t), so that € is a continuous compactly supported function on R.
Note that

/— / oy 28) (£ Sugy - 2)) Lpzgapmny s (dy)dt
/ / t+ Sng y - z)) ]l{Tg(yz Sn} Vs _ (dy)dt.

By Lemma 3.8, we have, uniformly in z € X7,

lim, [ 0(8) (£+ Sn9(y - 2)) 1 ra(, 2oy v (dy)dt = /R (V9 (2, t)dt.

n—oo Jr

By the dominated convergence theorem, we get (3.29).
Now we prove (3.30). By (3.29),

/XXRgo(x,t)/jg(d:c,dt _nh_>ngo// (2,1)Sng(z ]I{T (I)>n}1/( x)dt.

As v is T-invariant, we have

// ZL‘,t gng $ 1{;_9 >n}l/(d$)dt
—// (T, ) (Sn-19(x) + g(x)) Lo #, o @sn-1y Lkg@zopv (do)dt
_ /X /R p(Tx,t = g(2)) (Sum19(x) + 9(2)) Lirp@sn1y Lisoyv(da)dt.

By Lemma 3.3, the latter has the same limit, as n — oo, as

[ [ e(@z,t = g(@) 8019 Lppiayon 1y Lysopv(da)t

We will prove below that we can apply (3.29) to the function (z,t) — (T2, t —g(x)) L0y
to get

n—o00

_// (T, t — ()i (de, dt),

which proves (3.30).
To finish the proof, we need to show that (3.29) implies that for any continuous compact
supported function ¢ on X x R, as n — oo, the quantity

I, —// )]l{T >n}1/(d:v)dt

/ / 9(dz, dt). (3.31)

This is a standard argument by an approximation. Indeed, for ¢ > 0 and t € R, set
Xo(t) = 0ift < 0; xo(t) = Lif 0 <t <eand x(t) = 1if t > e Define also

1im// (Tx,t—g 1’))gnﬂg(x)]l{%f(w)>n—1}]1{t>o}’/(d~”’7)dt

converges to
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Then, for any n > 0, we have

t+e).
/XXR X- x,t) (t + Sng(x)) ]l{%tg(x)m}v(dx)dt
N .
<I< /X O, 8) (4 Sug(@)) Loy v(da)dt.
By (3.30) and Lemma 3.3, we get
| Wele, i (de, i)
XxR

<liminf I,, < limsup I,, < / X2 () p(x, t)pf (dx, dt).
XxR

n—00 n—00

X2 (t) = xz (

We claim that the left and right-hand sides of the latter inequality converge to the inte-
gral in (3.31). Indeed, for (z,t) € X x R, we have that |xT(¢)¢(x,t)] and |xZ (t)e(x,t)|
are dominated by |¢(x,t)|. The conclusion now follows from the dominated convergence
theorem. O

As for the function V9, the measure /i¢ enjoys the following continuity property on
cohomology classes.

Lemma 3.19. Let g € B with v(g) = 0. Assume that g is not a coboundary. Let o € (0,1)
and (hp)m=o0 be a sequence of element of B, that converges to 0 with respect to the Holder

norm || - ||o. For m >0, set gy, = g+ hyy o T — hy,. Then, for any continuous compactly
supported function @ on X x R, we have,
lim x, t)f (dx, dt :/ x, t)f (dx, dt). 3.32
Jim [ ol i (dn,dt) = [ o, 1), di (3.32)

Proof. We can assume that ¢ is non-negative. By Theorem 3.18, for m > 0, we have

gm — | S
/XXR o(x, t) 9™ (dx,dt) = lim o(x,t) (t + Sngm(:r;)) ]l{,?v_tgm(x)>n}l/<dx)dt.

Nn—0 JXxR

For any n > 0, we have S,,¢,, < Sng+ 2||hml|e- Hence, for t € R, we have 7™ < %fHHhm“OO.
We get

o #1005 8190 2) L gptdit

< /XXRgo(x, t) (t + S'ngm(x)> ]l{vg }V(dx)dt.

T n
42 hmlloc

Again by Theorem 3.18, as n — oo, the latter quantity converges to
ol t = 2l )i (e, de).
XxR
Thus we have
,tvgmd,dtg/ t— 2By |l ) 3 (dz, di).
[ et (dr.dt) < [ oot =2l (de, di)
In the same way, one also has
,tvgmd,dt>/ 4 2 o) (diz, ).
[ et (de.dt) > [ (et + 20kl (da, db

As  is continuous, the conclusion follows from the dominated convergence theorem. [
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Proof of Theorem 1.1. So far we have proved Theorem 3.18 which is an analogue of The-
orem 1.1 for the reversed dynamical system (X, 77!, v). By Lemma 2.5, this dynamical
system is isomorphic to a subshift of finite type equipped with a Gibbs measure. Therefore,
Theorem 1.1 is actually equivalent to Theorem 3.18. Formally, the former can be obtained
from the latter by replacing f with g = foTtor= foroT, and v with ¢,v. O

The reader may notice that (3.20) is a particular case of (1.3), which is the reason to
call the Radon measure p/ harmonic.

4. CONDITIONED LIMIT THEOREMS
In this section we prove Theorems 1.3 and 1.5.

4.1. Proof of Theorem 1.3. As in the construction of the harmonic function V¢ and the
harmonic measure 19, we will prove Theorem 1.3 in several steps. The first step is to deal
with the case of functions g depending only on the future. The following result follows from
the general result for Markov chains established in [15, Theorem 2.3]. The assumptions of
this statement can be checked to hold thanks to the spectral gap properties of the Ruelle
operator formulated in Section 5.1.

Lemma 4.1. Let g € B' with v(g) = 0 and assume that g is not a coboundary. Then,
uniformly in z € Xt and t in compact subsets of R,

lim o,V2mnv, (y eX; H(y-z2)> n) = 2V9(z, 1).

n—oo

We have to strengthen Lemma 4.1 by proving the following integral form:

Lemma 4.2. Let g € B with v(g) = 0 and assume that g is not a coboundary. Then, for
any continuous compactly supported function ¢ on X7, we have, uniformly in z € X* and
t in compact subsets of R,

lim o2 [ QW) (g gonys () = 20720 [ o)t (d).

Proof. Tt suffices to prove this result when ¢ is the indicator function of a cylinder set in
X7, since the general case follows by a standard approximation argument. Thus, let m > 0
and a € A7 and, as before, denote by C, , the associated cylinder in X7 (see (2.6)).

If t + Spg(T™ *(a- 2)) = 0 for every 1 < k < m, we have

OgV 2mn /Xz ]l(Ca,z (y)]l{ﬁg(y'z)>N}VZ_ (dy)

— o,V2mnexp(~Sut(a-2) [ 1 { v (dy).

a-z

%tg+smg<a.z)(y'(“'Z))>n—m}

By Lemma 4.1, as n — oo, the latter quantity converges, uniformly in 2 € Xt and ¢ in
compact subsets of R, to

2179(a cz,t+ Smgla - z))exp(—=Sn(a - 2)),

which, by definition, is equal to 2V9(z, )i (C,..).
If there exists 1 < k < m with ¢ + Syg(T™ *(a - 2)) < 0, we have 7, (C,.) =0 and

/X _ Lo, (91 a0y 2p5n) Ve (dy) =0,

for n > k. The conclusion follows. O
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From Lemmas 4.1 and 4.2, we deduce the analogous result for functions which depend
only on finitely many negative coordinates.

Lemma 4.3. Let g € B be such that v(g) = 0 and there exists m > 0 with go T™ € A
Assume that g is not a coboundary. Then, uniformly in z € X and t in compact subsets
of R,

lim o,vV2mnv; (y eX; Ty z)> n) = 2V9(z, 1).

n—oo

Moreover, for any continuous compactly supported function @ on X, uniformly in z € X*

and t in compact subsets of R,

liny 0g¥2m0 | Q) grpy o () = 2V9(200) [ ol (dy).

n—oo
z

z 7

Proof. As in Lemma 3.15, for a € A7, let ¢, be the continuous function y — ¢(a - y) on
X,... We have, by setting h = go T™,

/z (’D(y)]l{*f(y-z»n}yz_(dy)
= > exp(—Sm@U(a.z))/f oy )]l{ pwoonlVa - (dy).

acAT

The conclusion now follows from Lemmas 4.1 and 4.2 and (3.24). O

Now we use the same approximation argument as before to deduce from Lemma 4.3 a
slightly weaker statement that works for every function g in 4. This is the main result of
this section.

Theorem 4.4. Let g € B be such that v(g) = 0. Assume that g is not a coboundary. Then,
for any continuous compactly supported function ¢ on R, we have, uniformly in z € X,

lim o,V 2m / y eX; Hy-2)> n dt = 2/ HV9(z, t)dt.

n—oo

Moreover, for any continuous compactly supported function p on X X R, we have

lim o,V 27m/ o(z, t)]l{_[v_g(w)>n}l/<dx)dt =2 o(x, t) ¢ (dx, dt).
XxR ¢

n—o0 XxR

Proof. For (z,t) € XT x R, denote
v 1
VI(z,t) = 509\/27mz/; (y eX; :Hly-2)> n) :

Let (gm)m=o0 be the sequence of Holder continuous functions as in Lemma 2.11. For z € X*
and t € R, we have

VI (z,t — 2c,0™) < VI(z,t) < VI (2,t 4 2c10™).
By taking the limit as n — oo, we get by Lemma 4.3,
VI (2t — 2c10™) < lim inf VI(z,t) <limsup VI(z,t) < VI (2, t + 2¢,a™).

n— oo

The first part of the lemma now follows from Lemma 3.10.
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Let now ¢ be a non-negative continuous compactly supported function on X x R. For
m,n > 0, we have

< <9
/XXR go(x,t)]l{%gm (m)>n}y(dx)dt < /XXR w(x,t)]l{Tt (x)>n}1/(dx)dt

t—2cpa™

< 1 dar)dt.
/sm(p(x ) {em (x)>n}”< °)

t+2c1a™

The conclusion follows from Lemmas 3.19 and 4.3. [l
Now we prove Theorem 1.3.

Proof of Theorem 1.5. The first assertion of Theorem 1.3 follows from the second assertion
of Theorem 4.4 by replacing f with g = foT lor= foroT, and v with ¢,v. The second
assertion is also obtained from Theorem 4.4 by using Lemma 2.12. 0

From Theorem 1.3, we get the following coarse domination which will be used in the
proof of the conditioned local limit theorem (Theorem 1.7).

Corollary 4.5. Let g be in B+ with v(g) = 0. Assume that g is not cohomologous to
0. Let G be a continuous compactly supported function on X* x R. Then there exists a
constant ¢ > 0 such that for any n > 1,

. c

G(T™"(y - t+ Sug(y-2))1yg. ~(dy)dt < —.

Joswp [ GO =)t 4 S0l D oy () <

Proof. By replacing G with the function sup,.x+ |G(2,1)], we can assume that G does not

depend on the first coordinate. Let ¢y be as in Lemma 2.9. For t € R, set Gi(t) =
SUDP|y_j<co |G(#')]. Then for any t € R and 2, 2’ € X* with 25 = 2, we have

/X G+ 509y )Ly mpny s (@)

z

<G+ 89 N (nonyvi (@)

z

<c /X Gt Sag(y - 2D (s} Ve (dY),

2!

for some constant ¢ > 0 coming from Lemma 2.3. By integrating over 2’ € X*, we get

sup | G(t+ Sug(y - 210,50V (dY)

zeX+ /X7
C v
< [ Grlt = o+ Sug(@)1 002y vId),

where ¢; = inf,eqav™{z' € X* : zj = a}. Integrating over ¢ € R, we get the result by
Theorem 1.3. 0

4.2. Proof of Theorem 1.5. Again we start with the case of Markov chains. As in the
previous section, using the argument of [15, Theorem 2.5], we get the following result.

Lemma 4.6. Let g € B with v(g) = 0 and assume that g is not a coboundary. Then, for
any continuous compactly supported function F' on Xt x R, we have, uniformly in z € X+
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and t in compact subsets of R,

Jim o, v2mn / ( A% Z))ysnagg(?/—z)) (#0p2y>n} Vs (V)

= 2V9(z, t)/ F(Z' u)¢™ (u)duv(dz").

X+ xR
We shall extend the previous lemma to allow functions F' depending on the past coordi-
nates in X.

Lemma 4.7. Let g € B with v(g) = 0 and assume that g is not a coboundary. Then, for
any continuous compactly supported function F' on X x R, we have, uniformly in z € X+
and t in compact subsets of R,

o gy, 09y 2) -
7&&%09 27Tnu/z‘F<T1 (y'z)vgzizﬁigi l{ﬁqyﬂ>n}yz(dy)

— 2V9(z, 1) / F(z,w) (u)duv(dz).

XxR

Proof. For a € A=} set C, = {x € X: 2, = a_p,...,7_1 = a_;}. By a standard
approximation argument, it suffices to prove the result for the set of functions F' of the
form (z,t) — ¢, (z)Fi(x4,t), where F} is a continuous compactly supported function on
X* x R, and a € At~ with M(a;_1,a;) = 1 for —m +1 < i < —1. We want to
determine the limit as n — oo,

L= [P (1700 %) L nyomy V2 ().

z

Note that in this integral, all the terms only depend on the coordinates y_,,y_pnt1,...,y-1
except T~ "(y - z). By integrating first over the deep past coordinates ...,y _,_2,y_n_1, We
get by using Lemma 2.2,

_ n S’ng(y - 2) B
I, = /Xz Fy <(T (y . Z))Jr ) W ]l{ﬁg(y-z)>n}yz (dy))
where, for (2/;t) € XT x R,

F2(Z/7 t) = eXp(—SmQ/J(a,m Lo ZI))F1<Z/7 t)

Lemma 4.6 gives uniformly in z € Xt and ¢ in compact subsets of R,

Jim. ag\/%/XZ_FQ ((T“(y : z))+ 7 gnggg(\y/—Z)> ]I{Tt (y-2)>n} Vs . (dy)

— 2V9(2, 1) /X B et w)dwt (),
By construction of the measure v in Lemma 2.2, we have
|, P et @dwt (@) = [ Fle,u)o* (wduv(da),
Xt xR XxR
which ends the proof of the lemma. 0]

As for Theorem 1.3, we get the following version of Lemma 4.7, where we add a source
target function.
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Lemma 4.8. Let g € B' with v(g) = 0 and assume that g is not a coboundary. Then,
for any continuous compactly supported function F' on X7 x X x R, we have, uniformly in
z € XT and t in compact subsets of R,

v

Jim oyv/2mn / ( 'y 2), Sag( NG )>ﬂ{@g<y-z>>n}% (dy)

=209z 0) [ Py w)et (Wil (dy)v(de)du.

X7 xXxR

The proof of Lemma 4.8 can be carried out in the same way as that of Lemma 4.2 and
therefore is left to the reader. By using again conditioning and Lemma 3.15, we extend the
previous lemma to functions g depending on finitely many coordinates of the past.

Lemma 4.9. Let g € B be such that v(g) = 0 and there exists m > 0 with go T™ € A
Assume that g is not a coboundary. Then, for any continuous compactly supported function
F on X x R, we have, uniformly in z € X and t in compact subsets of R,

ti o2 [ 8 (10 S 1

— 2V/9(2, 1) /X Pl we* (wv(d)du

Moreover, for any continuous compactly supported function F on X7 x X x R, we have,
uniformly in z € Xt and t in compact subsets of R,

Jim 09\/% ( "y - 2), Sn(;qg(%Z)) ]l{%f(y-z)w}yz_(dy)
= 209(z1) | o P20 @) (dy ()

Proof. We prove only the second assertion, since the first one is a particular case of the
second. As in Lemma 3.15, for a € A7, set F}, to be the function on X, x X x R defined
by Fu(y,z,t) = F(y-a,T™xz,t). We have, by setting h = go T™,

/z F (y, Ty 2), W) Lrzogyayon) s (dY)

= > exp(—Sn¥(a-2)) /7 Fy (y,T_”(y (a-2)),

a€A™ Xawz

og\/n
X Loy (ampyon) Vas(dY)-
The conclusion now follows from Lemma 4.8 and (3.24). O

The same technique as in Lemma 4.4 gives

Lemma 4.10. Let g € B with v(g) = 0 and assume that g is not a coboundary. Then, for
any continuous compactly supported function F' on X x X x R x R, we have

. o Sugly - 2)
lim o,v2mn XXRF (x,T x,t,W ]1{%5(x)>n}’/(dx)dt

=2 F(x, o' .t ot () v(da)dt @ (dz, dt).

XxRxXxR
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Theorem 1.5 easily follows from Lemma 4.10.

5. EFFECTIVE LOCAL LIMIT THEOREMS

So far we have adapted some results from the theory of Markov chains to the case of
hyperbolic dynamical systems by constructing the analogs of the harmonic functions V9
and V¢ and building the harmonic measures ¢ and 1. In the remaining part of the paper
we shall use these objects to establish conditioned limit theorems, by adapting the strategy
from the case of sums of independent random variables [18]. We start with formulating an
effective version of the ordinary local limit theorem which is adapted to our needs.

5.1. Spectral gap theory. Fix a € (0,1) such that v € %I, where ¢ is the potential
function used for the construction of the Gibbs measure v (see Section 2.1). Denote by
L (B, PBF) the set of all bounded linear operators from %I to B equipped with the
standard operator norm ||-[| 4+ _, 4+. From the general construction of the Ruelle operator,
every f € % gives rise to a family of perturbed operators (L1 s) defined as follows: for
any ¢ € B,

Lype(z) = > e VETH @ (), 2 e X, teR (5.1)

2Tz =z
By iteration, it follows that for any ¢, f € %, and t € R,
L pp(z) = Z e~ SnWHLA)(z Jo(2), zeXt.
2 Tnzl=z

The following result (see [24]) provides the spectral gap properties for the perturbed oper-
ator Ly . For similar statements in the case of Markov chains we refer to [21].

Lemma 5.1. Assume that f € 2L is not a coboundary and that v(f) = 0. Then, there
exists a constant § > 0 such that for any t € (=9,9),

)
where the mappings t — I, : (=0,0) = L(BL, BY) and z — N, : (=0,0) = L (B}, B

are analytic in the operator norm topology, 11, is a rank-one projection with Ty(¢)(2)
v (p) for any ¢ € B and z € X, TN, = N,II; = 0. Moreover, there exist ng > 1 and
q € (0,1) such that for any t € (=0,9) the [|[N{|| 5+ 5+ < q.

writy = N+ NS on> 1,

—
R+ o
N— N—

The eigenvalue \; has the asymptotic expansion: as t — 0,
o2
AN=1-— ?fﬁ +O([t]?). (5.3)
Note that since f is not a coboundary w.r.t. to T', the asymptotic variance 0]20 appearing in
(5.3) is strictly positive.

Lemma 5.2. Let f € B and t # 0. Assume that for any p # 0 and q € R, the function
pf+q is not cohomologous to a function with values in Z.. Then, for anyt # 0, the operator
Lytits has spectral radius strictly less than 1 in 9B . More precisely, for any compact set
K C R\ {0}, there exist constants ck,cy > 0 such that for any ¢ € B andn > 1,

Sup L3550l g < Cree™ [ 0]] g - (5.4)
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Proof. The proof of the first assertion can be found in [24, Theorem 4.5]. Now we prove
(5.4). For every t € K, there exist ng(t) > 1 and «a(t) € (0, 1) such that ||£Z(1L(3f||93§—>,93§ <
a(t). As the operator Ly i depends continuously on ¢ for the operator norm topology,
there exists 6 = §(t) such that for any s € (t—4(t),t+0(t)), we still have HEZ%SQHE%A% <
1. In particular, for every n > 0 we have [[£3, ;. llp 5t < c(t)a(t)/™®, for some
c(t) > 0. By compactness, we can find ¢, ..., t, € K such that K C U_,(t;,—d(t;), t;+0(t;)).
In particular, by setting ¢ = maxj¢;<, ¢(t;), @ = maxi¢;<, a(t;) and ny = maxy<;<, no(t;),
we get for any s € K and n > 0, |[L£ 5/l 5+ < cam/mo, O

5.2. Local limit theorem for smooth target functions. In the following we establish
a local limit theorem for Markov chains with a precise estimation of the remainder term.
Let F' be a measurable non-negative bounded target function on X x R. The probability
we are interested in can be written as follows: for any z € X*,

/X F((T™y - 2)1, Sag(y - 2)) vz (dy).

The main difficulty is to give a local limit theorem with the explicit dependence of the
remainder terms on F'.
We first describe the kind of target functions that we will use.

z

Lemma 5.3. Let X be a compact metric space and o > 0. Let F' be a real-valued function
on X X R such that

1. For any t € R, the function z — F(z,t) is a-Hélder continuous on X.
2. For any z € X, the function t — F(z,t) is measurable on R.

Then, the function (z,t) — F(z,t) is measurable on X x R and the function t — || F(-,t)]a
is measurable on R, where the norm || - ||o is the usual norm on the space of a-Hélder
continuous functions on X. Moreover, if the integral [ ||F(-,t)||dt is finite, we define the
partial Fourier transform F of F by setting for any z € X and u € R,

~

F(z,u) = / e F(z,t)dt.
R

This is a continuous function on X x R. In addition, for every u € R, the function
2+ F(z,u) is a-Hoélder continuous and ||F(-,u)|loa < [z [|F(-,1)||odt.

Proof. Since the space X is separable and the function z — F'(z,t) is continuous on X for
any t € R, the supremum sup,.y |F(z,t)| can be taken over a countable dense subset, so

that ¢ — sup,c x |F'(2, )| is measurable. In the same way, since the function z — F(z,t) is
a-Holder continuous on X for any ¢ € R, one can also verify that sup, .y W is
a measurable function in ¢. R

In case the integral [ || F(+,t)||odt is finite, the partial Fourier transform F' is well defined
and continuous by the dominated convergence theorem. The norm domination is obvious.

O

We denote by J." the set of real-valued functions on Xt x R such that conditions (1)
and (2) of Lemma 5.3 hold and the integral [g || F'(-,t)|| 5+dt is finite. For any compact set
K C R, denote by J,7 the set of functions F' € J#," such that the Fourier transform
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F (z,-) has a support contained in K for any z € X*. Let ¢ be the standard normal density:

Theorem 5.4. Let a € (0,1). Assume that g € B such that v*(g) = 0 and for any p # 0
and q € R, the function pg + q is not cohomologous to a function with values in Z. Let
K C R be a compact set. Then there exists a constant cx > 0 such that for any F € e%’f;}(,
n>1andzec X",

Vi [ F (2Bt 2) vz

1 U , ,
. U—g(b (ag\/ﬁ> F (2, u)duvt(dz’)

Proof. Without loss of generality, we assume that o, = 1. By the Fourier inversion formula,
the Fubini theorem and a change of variable ¢ to ﬁ, we get

< T LIEC DIt (55)

\/E/X, F((T™"y-2), Sugly - 2)) vz (dy)

v —itSng(y-2) P ( (T —
- it5090(02) B (T~"y - 2) ., v (dy)dt
o X;XRe (( Yy Z)+, )Vz ( y)

1 — 2L Sngly-2) & - ¢ -
Vnon F{(T"y- — dy)dt =: 1.
~/XZ_XR€ ( Yy Z)+7 \/ﬁ Vz( y)

T or

Note that the Fubini theorem can be applied since the integral on X7 is in fact a finite

sum. Denote
_ it g ) A _ t _
10 = [ HFEHIE (g vz
X

vn
e [ B[ L vt(dz)
X+ “/n ‘

We decompose the integral I into three parts: [ = I, + I, + I3, where

z

1
I = 7/ J(t)dt,
'™ on [t|<8v/m ®)

1 LS a(y) B _ t _
1:7/ / Vasnowa) i (opong oy ) e |,
2= 5o M,K'tlxze (T7"y - 2)4 Tn v, (dy)

1 2 ~ t
1:—/ ‘?/F L) ura) | ar.
= on Jucssm [e - <z \/ﬁ>u ( z)]

Estimate of I,. Since [g [|F(+,u)|| z+du < oo, the function z F'(z,t) is Holder contin-
uous on X* with Holder norm at most [g [|F(-, u)|| 5+ du, for any fixed t € R. Applying



CONDITIONED LIMIT THEOREMS 37

(5.2), we get

_ (Anﬁ R () e

t 2 t
2 I —1I F N N" _
3w )
= Jl( )+ JQ( )+ Jg( )
For the first term, by (5.3) and simple calculations, we get

)y < S LIPC )l
For the second and third terms, using again Lemma 5.1, we obtain
t —CTL
0]+ 0] < € (She o) [ 1pelzan

Therefore, we obtain the following upper bound for I;:

i< (G o) [Irtolaes S [IFColga 60

Estimate of I,. Since the function ﬁ’(z, -) is compactly supported on K C [-C4,CY],
where C7 > 0 is a constant not depending on z € X*, we have

! — /= Sne(y2) t
b= 7/ / AR R (T : dt| v (d
*Tom s [ 5\/ﬁ<|t\<01\/ﬁe Ty - 2)+ \/— v, (dy)

NLD
= Y F dt.
21 Js<|t|<Cy { yHitf (1) (2 )}
Note that, for any ¢ satisfying ¢ < |t| < CY,
S [ £as P () ()] < [[ £ P (1)
zE

Then, by Lemma 5.2, it follows that

2

A < e

sup HF

v |t/]<6

. <N Chir ity 1D

1 ~
5l = 52 fanees VP NES s g a8 SR IF Gl
< evme sup [Py < e [ Olpdt. (57)

|t'|€[6,C1]

Estimate of I3. Notice that

I3 = 217T/]R [e‘tj /X+ F <z, \/tﬁ> y+(dz)] dt

L [ . ( }) f(dz)] .
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For the first term, by the Fourier inversion formula,

;ﬁ/ 5 /§§+ﬁ’<zt7l> Vvt (dz)dt = %/w/ e (2, 8) div* (dz). (5.8)

For the second term, using the fact that F ( z, f) < Jg |[F(z,u)|du, we have

1 e ot

—/ 62/Fz,—1/(dz)dt

21 J|t|>6v/m X+ vn

1

< 27r/t>5f dt/ |F(z,u)|duv™( / [ E(-; ) || g du. (5.9)
Combining (5.6), (5.7), (5.8) and (5.9), and taking into account that ¢ is a fixed constant,
we conclude the proof of (5.5). O

5.3. Local limit theorem for s-dominated target functions. Let ¢ > 0. Let f,g be
functions on R. We say that the function g e-dominates the function f (or f e-minorates
g) if for any ¢ € R, it holds that

fit) <glt+v), Vv <e
In this case we write f <. g or g >, f. For any functions F' and G on X* x R, we say that
F <. Gif F(z,-) <c G(z,-) for any z € X*.
In the proofs we make use of the following assertion. Denote by p the non-negative
density function on R, which is the Fourier transform of the function (1 — |t|)1y<; for
t e R. Set pe(u) = 1p(%) for u € R and € > 0.

Lemma 5.5. Let ¢ € (0,1/4). Let f: R — Ry and g : R — R, be integrable functions
satisfying f <. g. Then for any u € R,

F) < g paw), 9w > Frpal) — [ u— ) palo)dv

|v|>e
Remark 5.6. The domination property <. implies, in particular, that if f <. g and the
function g is integrable, then f is bounded and lim, . f(u) = 0, lim,,_ f(u) = 0.

Indeed, since f <. g and g is an integrable function, by Lemma 5.5 we have f < ﬁ g*pe2.

Since the Fourier transform of g * p.2 is compactly supported on [— 12 = L1, by the Fourier

inversion formula,

1 .
95 pa@) = |5 [ eGPt < c

27 Jr

Therefore, g * p.2 is bounded on R, so that f is bounded on R.

Below, for any function F' € ", we use the notation
Fxpo(z,t) = / F(z,t —v)p2(v)dv, z€X*', teR,
R
and
1Pl = [ IFC0lgzdu, NP lrora = [ [ 1FG )l (@d)du.

The following properties will be useful in the proofs:

Lemma 5.7. Let F' € J" and p € L'(R). Then F x p € " and ||F * p|| »+ <
W e ol 2 -
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Theorem 5.8. Let « € (0,1) and g € B be such that vt(g) = 0. Assume that for any
p # 0 and q € R, the function pg + q is not cohomologous to a function with values in 7Z.
There exists ¢ > 0 with the following property: for any e € (0, %), there exists a constant

c. > 0 such that for any non-negative function F and any function G € J€" satisfying
F<.G,n>1andze X,

/X, F((T™"y-2)4, Sugly - 2)) vo (dy)

1 1 U
< — —¢ | ——= | G (¢, u)duv (d
< [ L k() e wana
ce c
+ Gl ot + G- (5.10)
and for any non-negative function F and non-negative functions G, H € .t satisfying
H< F<.G,n>1andze X",

/_ F((T™"y - 2)4, Sagly - 2)) vz (dy)

1 1 U
> — — H (7 u) duvt(d?
\/ﬁ/§§+/]1%0'g¢<0'g\/ﬁ> (2, u) duv™(d=)
ce Ce
= Gl = 25 (1G] + 1 L) (5.11)

Proof. Without loss of generality, we assume that o, = 1. We first prove the upper bound
(5.10). By Lemma 5.5, we have F' < (1 4 4¢€)G * p.2, and hence

/Xz F((T™y-2)4, Sugly - 2)) vz (dy)
< (1+4e) /X’ G * p.2 ((T‘”y - 2) 1, Sngly - z)) v, (dy). (5.12)
By Lemma 5.7, @2 € A, and the support of the function @2(,2, ) = @(z, )pez(+)-

is included in [—6%, 6%], for all z € X*. Using Theorem 5.4, for any ¢ € (0, 7), there exists
¢ > 0 such that for all n > 1 and z € X*,

/Xz G * Pe2 ((T_"y . z)+’ S”ng(y . Z)) Vz_(dy)

< \/1% /X+ /Rgb <\;%> G * pe2 (z,u) duv™ (dz) + %HGH/fJ (5.13)

By a change of variable and Fubini’s theorem, we have for any z € Xt,

/R¢ <\;%> G * pe2 (z,u) du = \/ﬁ/]R b i * pez (t) Gz, t)dL, (5.14)

2
where ¢ /() = ﬁe‘ﬁ, t € R. For brevity, denote ¥(t) = sup,<. ¢,m(t +v), t € R.
Using the second inequality in Lemma 5.5, we have

/Rqsﬁ*pgg () G(z, t)dt

< /R@b(t) G(z,t>dt+/R Oyt =) pa(0) Gz, 1)t = 4

—_

4
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For Ji, by Taylor’s expansion and the fact that the function ¢’ is bounded on R, we derive

thatJl\/lﬁ[/O:qb(tf/ﬁg)G(zt)dH _8\/_Gztdt+/ ( )(z,t)dt]

1 t
<— [ o|—=) Gz )it —/ G(z,t)d 5.15
ﬁé%ﬁ>z ! B 519
For J,, since ¢ 5 < ﬁ and [,z pe2(v)dv < 2¢, we get
I < 1/ / (0)dv | G(z, t)dt < 25/@( )dt (5.16)
S 75 e \v\>€p52v v 2, S Uik z,t)dt. :

From (5.15) and (5.16), together with (5.12) and (5.13), we get (5.10).
Now we prove the lower bound (5.11). Since F' >. H, using the second inequality in
Lemma 5.5, we get

/X, F((T™y-2)4, Sugly - 2)) vz (dy)

z

/ Hxpe (T 2)1, Sugly - 2)) vs (dy)

_ / /|U|>E T Y- 2), Sng(y cz) — U) pe2(v)dov, (dy). (5.17)

For the first term, by Theorem 5.4, for any ¢ > 0, there exists ¢ > 0 such that for all n > 1
and z € X*,

- H % pe ((T‘”y +2)4 Sug(y - Z)) v, (dy)

JAJ ()HwﬂwWw =% [IH Gl du (5.18)

In the same way as in (5.14), we have

/R¢ <;ﬁ> H % p,.2 (z’u) du = \/E/qu\/ﬁ * Pg2 (t) H(Z,t)dt. (519)

Using the first inequality in Lemma 5.5, we have ¢ s * p2(t) = (1 — 2¢)¥(t), for t € R,
where (t) = inf},<c ¢ /n(t +v). Proceeding in the same way as in (5.15) and (5.16), we

obtain that
+
/X+/ ( >H>x<pE (z,u) duv™(dz)

> /X+ /qu (ﬁ) H (z,u) duv™ (dz) — ce /X+ /RH(z,u)duer(dz). (5.20)

For the second term on the right-hand side of (5.17), using (5.10) and the fact that H <o G
and ¢ < 1, we get that there exist constants ¢, c. > 0 such that for any v € Rand n > 1,

/X CH(T 7y 2)4Sugly - 2) v) 2 (dy)

z

\/_ x+/G z,u) duvt(dz) + /||G )| 4 du.
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This, together with the fact that [, pe2(v)dv < 2e, implies
/ ) /|U|>EH (T - 2)4, Sug(y - 2) = v) pee(v)dvv; (dy)
2 Coe
Cg/+/G z,u) duvt(dz) + © /HG )| g+ du. (5.21)
X

From (5.17), (5.18), (5.20) and (5.21), we obtain the lower bound (5.11). O

6. EFFECTIVE CONDITIONED LOCAL LIMIT THEOREMS

6.1. Formulation of the result. We will prove the following conditioned local limit the-
orem for Markov chains which provides a rate of order n~!. This result will serve as an
intermediate step between the conditioned central limit Theorem 1.5 and the conditioned
local limit Theorem 1.7. The interest of this result lies in the fact that it is uniform in
the function F'. In particular, the theorem is effective when the support of the function F
moves to infinity with the rate \/n. This strategy is inspired by [7] for random walks in
cones of R?, see also [16] for finite Markov chains and [18] for random walks on R. For a
different approach based on the Wiener-Hopf factorisation we refer to [6, 10, 32].

Theorem 6.1. Let o € (0,1) and g € HBE be such that vt (g) = 0. Assume that for any
p # 0 and q € R, the function pg + q is not cohomologous to a function with values in 7.
Let to € Ry. Then, there exist a constant ¢ > 0 and a sequence (r,) of positive numbers
satisfying lim,, o r,, = 0 with the following properties.

1. For any ¢ € (0, 8) there exists a constant c¢. > 0 such that for any n > 1, z € X7,
t < to, any functions F,G : XT x R = R, satisfying F <. G, G € AT,

n/X,F((T Y- 2)t+ Sngly- 2))]1{7 (y-2)>n} V= (4Y)

D[ ot ()i

+c(51/4—|— ) 16 voras +

\/—HGH%}+ (6.1)

2. For any € € (0, 8) there exists a constant c¢. > 0 such that for any n > 1, z € X7,
t < to, any functions F,G, H : Xt x R — R, satisfying H <. F <. G, G,H € ",

n [ (@72t + 89y 2)) Lo (d0)

2V9 (z,1) /H u
/ Z U
0'2\/271' X+ ag\/_

CM+MMWMM = (16 + 1)) (62)

) du'v*(d2)

6.2. Preparatory statements. The normal density of variance v > 0 is denoted by

1 2
¢U(x):\/%e 2, I'ER,
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and the Rayleigh density with scale parameter /v is denoted by
¢, (z) = ;6 2“]11R (z), z€eR.

The standard normal density is denoted by ¢(z) = ¢1(x), x € R. The following lemma
from [18] shows that when v is small the convolution ¢, * ¢7_, behaves like the Rayleigh
density.

Lemma 6.2. For any v € (0,1/2] and x € R, it holds
—lzle” T Lacoy < b x ¢, (7) = V1 — 09" (1) < Ve > + [zle” 7 Liacqy.

We need the following inequality of Haeusler [19, Lemma 1], which is a generalisation of
Fuk’s inequality for martingales.

Lemma 6.3. Let &,...,&, be a martingale difference sequence with respect to the non-
decreasing o-fields %y, %1, ..., F,. Then, for all u,v,w >0,

P(ggg iz:& 2u> ZeXp{ (1—loguv)}
LY Pl > v) + 2P (ZE (@17.) > w>  (63)
=1 i=1

Using this lemma we establish the following Fuk-type inequality involving a target func-
tion on the Markov chain ((77"y - 2)+ )n>o0-

Lemma 6.4. Let a € (0,1), g € B such that v(g) = 0 and ¢ € LB be nonnegative.
There exist constants c,c’,co > 0 such that for any M > ¢y and n > 1,

I = 47 [(,0 ((T_ny : Z) )]l{max1<3<n|sjg(y Z)|>Mf} <dy)

<2t (p)exp (—cM) + e v o]l 2 -

Proof. By Propositions 2.6, 2.7 and Lemma 2.8 , there exists a Holder continuous function
go on X+ satisfying L,,go = 0 such that {y — Spgo((y- 2)4+)}rs0 is a martingale on X; and
SUPy= [|Skgo — Skgllee < ¢ for some constant ¢ > 0. Let ¢ = 1 + ||go|lec < 00. In addition,
with p = n— [n'/3], we have max;<j<, |S;90(2')| < maxi<j<p |S;90(z)| + con'/®. With these
properties, it holds that, for n large enough,

I'< Jn(Z) = /X [gp ((Tﬁny ’ Z>+) ]l{maxlgjgp|5V']-go(y~z)|2%M\/ﬁ} V;(dy) (64)

Note that Lip(z) = fy- ¢ ((T_ky : z)+> v; (dy) with k > 1, where L% is defined by (2.3).
Moreover, by Lemma 5.1 with t =0, for & > 1,

(

sup ‘EZQ@(Z) —v QO)‘ < CIG_CkHSOHgag-
zeXt

By the Markov property, we have that for any z € Xt and t € R,
nl/3
Jal / E[ | ((T °y - 2)+ ) ]l{maX1<J<pl5’Jgo(yz B E . (dy)

— — —enl/3
<vh(p)v] (y eX] : &?éjwjgo(y c2)| > QM\/E> + e el - (6.5)



CONDITIONED LIMIT THEOREMS 43

We apply Fuk’s inequality for martingales (Lemma 6.3) with u = $M/n, v = ¢}\/n and

w = ?M n, so that the second and the third terms in the right-hand side of (6.3) vanish.
This gives

_ _ < 1 _ _ % 1
v, (y €X;: llgjaéJ]Sjgo(y 2| = 2M\/ﬁ) < v (y €X;: 112%(1|Sjg0(y c2)| = 2M\/ﬁ)

M 4
2eXp( (1 —logv)> = exp ( 5 log )
200

This ends the proof of the lemma. O

In order to control certain natural quantities appearing in the proof, we shall need the
following definitions. For ¢ > 0,

Xe(u) =0 for u < —g, xe(u) = T forw € (—&,0), xe(u) =1 for u > 0. (6.6)
Denote Y.(u) = 1 — x.(u) and note that
Xe (=€) < Lo (1) S X= (1), Xe(t) € Loy (B) S X (T—2). (6.7)

Lemma 6.5. Let a € (0,1) and g € B be such that v*(g) = 0. Assume that g is not a
coboundary. Let k be a smooth compactly supported function on R and € > 0. Then there
exists a constant ¢ > 0 such that for any G € F" and any m > 1, the function A,, defined
on XT xR by

Ap(z,t):= | Gxk ((T*my - 2) gyt + Smg(y - z))

Xz
X Xe (t —e+ lg}ignm Sig(y - z)) v, (dy),
belongs to S+ and satisfies
1Al -oren < [ IROIAIGroran 1Al < SIG]Lgr-

Proof. For the first inequality, we write
An(z ) < [ 1G] (T 2)et + Sngly - 2)) v2 (dy),

which gives
[Anllroren < [ 1G 8l ((T7"2)4,t + Sng(a)) vida)dt

= |G*/~@|(x+,t)y(dx)dt</R|/f(t)|dt||G||V+®Leb.

XxR
This finishes the proof of the first inequality.
For the second inequality, recall that
Am ) t) — Am /7 t
A () = A (D)

A, :/ sup |A,, (z,t) |dt + su -
H H%‘j Rzéxg‘ ( )’ Rz,z’EIS)iJF aw(z, )

We pick ¢y > 0 as in Lemma 2.9 and for t € R we set k1(t) = sup, <, |£(t + s)| and
H(t) = sup,ex+ |G(2,t)|. We get for z,2’ € X with 2o = 2, and t € R,

|A (2, 8)] < /Xz_ H * Ky (t + Smg(y - z')) v, (dy).
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By Lemma 2.3, we get
|An(z,t)| < c | Hx*xry (t + Sy - z’)) v (dy),

X2
for some constant c. By integrating over 2/, we get
A (2,1)] < c'/ H sy (t+ Sng(a)) v(da),
X

By integrating over t, it follows that

/sup\A (z,t)|dt < /H*/il dt—c/|/£1 \dt/H
R zex+

Now we dominate the second term in the norm || Ay, || ,,.+. Fort € R, set xa(t) = sup g, [ (t+
s)|, where ¢g is the constant from Lemma 2.9. We get for |t — /| < ¢g and z € XT,

|G * k(z,t) — G x k(2, ") < |t — t'|H * ko(t).

Hence for z, 2/, 2" € Xt with 2z = 2, = 2l and t € R,

Ii(z,2,t) ==

An(zt) = [ Gxr((T7y-2)4t + Smgly - 2)

X5
X X. (t — e+ min Sig(y - Z)) Vz_(dy)'
< Caw(z,z’)/ H % ko (t + gmg(y ’ Z)) Vz_(dy)
Xz

< ca?®?) H * K3 (t + S’mg(y : Z//)) v (dy)
Xz

< claw(Z,z’) H * K3 (t + S'mg(y . Z//)) I/;u(dy),
X7

where r3(t) = sup|y <, |F2(t + s)| with ¢y from Lemma 2.9; for the second inequality we

have applied Lemma 2.9 and for the last inequality we have used Lemma 2.3. Again by
integrating over z”, we get that

Lz 2 1) < C2aw(z7z/)/ H x k3 (t + gmg(x)) v(dx). (6.8)
X

Besides, as G is in ", the function L(t) = sup, icx+ a “*2)|G(z,t) — G(2/,1)] is inte-
grable on R and for z, 2" € X with zy = 2, and t € R, we have

IQ(Za 2/>t) = /z [G * R ((T_my ’ Z)+7t + S’mg(y ) Z,))

— Gk ((T7y-2) 5t + Smgly - 2)) 1
X Xz (t —e+ 1I<I}i<nm Sig(y - z)) l/z(dy)'
< w(z.2") L ¢ Sfm LS ~(d
@ [ Lar (t+Sngly- =) vz (dy)

< ca®t#) /XL * K1 (t + S'mg(x)) v(dz), (6.9)
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where we have again used Lemmas 2.3 and 2.9.
Asx. is 1/e-Lipschitz continuous on R, by reasoning in the same way and using Corollary
2.10, we get

]3(Z7Z,7t) = Gk ((T_my Z,)+at+§mg(y Zl))
Xz
X [Xs (t —e+ min Sig(y- Z)) — X <t —e+ min Sig(y- Z’)> 1V§(dy)|
c , -
v w(z.2)
< - /XH * K1 (t + Smg(x)> v(dz). (6.10)
By Lemma 2.3, we have
Iy(z, 2 t) == G*k ((T_my )t =+ Sy - z'))
Xz
_ . & / - /
T (1= i Sty )2 (@) = A1)
< o) / H s iy (t+ Sg(x)) v(da). (6.11)
X
Putting (6.8), (6.9), (6.10) and (6.11) together, and integrating over ¢t € R, yields the
required domination. 0

6.3. Proof of the upper bound. We prove the inequality (6.1) in Theorem 6.1. It is
enough to prove (6.1) only for sufficiently large n > ngy(e), where ny(e) depends on ¢,
otherwise the bound becomes trivial.

Without loss of generality, we assume that o, = 1. Let ¢
m = [dn] and k = n — m. Note that %6< 7 < % for n >
teR,

(0,1). With § = /&, set

’8
. Denote, for z € X* and

£

Sl m

U, (z,t) = /SC F ((T‘”y - 2)g,t+ Sngly - z)) ]l{%f(y-z)>n}yz_(dy)'

z

By the Markov property, we have that for any z € X' and ¢ € R,

U (z,1) = /X, U (T7%y - 2) 4t + Sigly - 2)) Livonysry Ve (dy)- (6.12)

z

By bounding the indicator function by 1 {t+8m(y=)>0} in the definition of ¥,,, we get

V(2 1) < /X F ((T‘my 2) ot + Smg(y - z)) ]l{t+§mg(y,z)>o}y;(dy) =: Jm(z,t). (6.13)

Let Go(z,u) = G(z,u)x:(u —¢) for z € X* and u € R, where € € (0,1) and x. is defined
in (6.6). By the local limit theorem (cf. Theorem 5.8), there exist constants ¢, c. > 0 such
that for any m > 1, z € X* and ¢ € R,

ce Ce
I, ) < o)+ S Gelloren + = 1Gell (6.14)

z

where for brevity we set

u—t

()= [ [ G. (o) \/%qs( m)dumdz). (6.15)
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Using (6.12), (6.13) and (6.14), and Lemma 4.1, we get that uniformly in z € X' and
t < th

Un(z,t) < /X_ H, (4 Skg(y - 2)) Lsogasivs (dy)

ce
+ ——||G:||lv+gLeb + G, 6.16
T lGelvonan + I Gell (6.16)

Now we deal with the first term on the right-hand side of (6.16). Denote L,,(s) = H,,(vks)
for s € R. We have

1 s—u +
:/X“'/RGg (z,\/%U) m/kgb( m/k:) duv™(dz). (6.17)

Since the function s +— L,,(s) is differentiable on R and vanishes as s — 400, using
integration by parts, we have, for any z € X' and t € R,

Hpyp(z,t) = /x* Hy, (t + Skg(y - Z)) Lizs(y2)>myvz (dY)

t+ Seg(y - 2) B
~ s Lom <\/E Lizoyysmvs (dy)

t+ Segly - 2)

= [ mtows (ML

Applying the conditioned central limit theorem (see Lemma 4.6), we have

> 5,7 (y-z) > k:) ds. (6.18)

Hp(2,t) < Wé%t)/& L (s) (1 — @*(s)) ds + k1/2/ |L! (s)|ds, (6.19)

where r, — 0 as k — oo and by @ we denoted the Rayleigh cumulative distribution
function (1.7). By (6.17), we have

! _ U [ s—u du ds
/R+ ‘Lm(s)‘d‘g_/w/R/RGf (2, \/E\/m—/k) ¢ (\/m/k:> \/m/k \/m/ky (dz)
:/X+//Gs Z,\/ﬁu ¢’ (s — u) dsduv™(dz)

/X+/G \/_u duv™ (dz) = \/cﬁ”GEHVﬂ@Leb- (6.20)

By integration by parts and a change of variable, we have

S

, ds
/R+ L, (s) (1= ®*(s)) ds = /R Hy(s)6 (JE) =
Hence, from (6.18), (6.19) and (6.20), we obtain

Hoateit) < 280 [ 0 ( 5] St Gl (621
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Implementing this bound into (6.16) and using the fact that ||G.||,+gLeb < |Gl +gLen and
|Gel o+ < |G|+, We get, uniformly in 2 € X* and ¢ < ¢,

v

2 gz,t)I C€—|—7“k

U,(z,t) < W mk T+ \/— |Gellv+gLeb + \/EHGaH,%fj
2V9(z, t) cE+ T

where

By the definition of H,, (cf. (6.15)) and Fubini’s theorem, it follows that

L g = /]R+ /x+ /RQ/E(U —8)G. (z,u) duvt(dz)e™ (&) Cﬁ:

:/X+/RG€ (z,4) [/R+ 6 — 8)* (&) Cﬂ duv* (dz).

Denote 9, = 7 = [5"] By a change of variable, we have

L gy = \/15 /X+ /RGE (757 \/EU) [/ﬂh b5, (u—8)p1_s (s) ds] duv™ (dz)
N \/1_ /X+ / Ge (Z’ \/ﬁu) bs, * O1_s (u)duv™(dz)
/x+/G z,u) g5, * O s, (\/_)duu (dz)
*/w /75 (z,u) g5, * i s (\;%) duv™(dz), (6.23)

where in the last line we used the fact that G.(z,u) = 0 for any z € X* and u < —e. We
handle the convolution ¢;, * ¢f_; using Lemma 6.2 together with the fact that d,
1—9, ; and u > —e:

st () T () 5

k U m w2 U 2
+ —_ =
== ) —e I 4 |—
i < ) n |\/ﬁ

n

_u?
ST NP

e ]1{u<0}
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Since G. < G, it follows that
mw\mpéh/qu ( )dwﬁu@
n3/2/x+/quduy (dz) + 3/2/X+/ (z,u) duv™(dz)
S n3/2 /X+/G 2, u) ( )duy (dz) + 2€n |G|+ sLeb-

Substituting this into (6.22), and using the fact that V9(z,t) < t + ¢ gives

U, (z,t) < 2¥(2,1) 7?/_2/X+/G (z,u) ( )duu (dz)

27r
ceE + 1y et/
to| ——= 1 Glly+oLes + G
(S 4 =) Gt + 1l
Since e/2n > m > 151/2n and n >k > n we obtain

U, (2, 1) 2mt@/qu ( )myua

C [ 1/a
S (&4 25 16 rones + 5 1G e
which finishes the proof of the upper bound (6.1).

6.4. Proof of the lower bound. We now proceed to prove the second assertion (6.2) of
Theorem 6.1. We use the same notation as that in the proof of the upper bound. Recall
that 6 = \/e, m = [dn] and k =n —m. For z € X*, ¢t € R and n > 1, denote

Un(e,t) = [ F (T2t + 09y 2) Loy v (@)

z

Note that ¥, (z,t) = 0 for t < —cg = —||g]|c because ]l{%g(y_zbn} = 0 for these values of ¢,
t

and therefore in the sequel we can consider that t < t5. By the Markov property, we have
that for any z € X and ¢ € R,

V()= [ 0 (T2t 4 Segly-2) L omigrs (@) (6:2)
We write ¥,,, as a sum of two terms: for any z € Xt and t € R,
U, (2,1) = Ap(2,t) — Ap(2, 1), (6.25)
where
An(at) = [ F (T2t + gty 2)) vz (dy) (6.26)
An(zt) = [ F (T 21t + Sy 2) L mpenys (@) (627

z

This implies that for any z € X and ¢ € R,
U, (2,t) = Ju(z,t) — K, (2, 1), (6.28)
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where
To(z,t) = / A (T 200+ Skgy - 2)) Lsaoopy Vs (d), (6:29)
Kalzot) o= [ A (172t 4+ S9(0 2) Wsagopoig s (). (630)

We proceed to give a lower bound for the term J,(z,t) in (6.28). It can be handled as
the case of the upper bound, but here the situation is more complicated. By the local limit
theorem (cf. Theorem 5.8), we get that there exist constants ¢,c. > 0 such that for any
m>1,z€ X" and t € R,

ce Ce
Am(2,t) = Hp(t) — ﬁHGHV‘W@Leb - (HGH;@ + ||HH%+) ) (6.31)

where for brevity we set
H,(t) = Y e duv (d 6.32
m()_/x+/11e\/ﬁ¢ N (z,u) duv™(dz). (6.32)

Using (6.26), (6.29) and (6.31), and Lemma 4.1, we get that for any z € X' and ¢ € R,

T(at) 2 [ Hu (84 590y ) Lspigpmiyvs (@)
ce Ce
= =Gl ot = - (1G] + 1) (6.33)

For the first term on the right-hand side of (6.33), proceeding in the same way as that in
the proof of (6.21), using the lower bound in the conditioned central limit theorem (see
Lemma 4.6), one can verify that

/X_ H,, (t + §kg(y . Z)) 1{%f(y~z)>k}V; (dy)

2V9(z, t) L s\ ds Tk
> 20D (@) L L[ (6.34)

Implementing this bound into (6.33), we get that for any z € X,

2V9(z, 1) Tk

Jn(2,t) > ij,k — m”HHﬁ@Leb

Ce

ce
= = lGlreren = = (1G] + 1Lz ) (6.:35)

where
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In the same way as in the proof of (6.23), we have

I = - /X+ / H (z,u) ¢s5, * ¢ s, (%) duv*(dz)
/X+/ (2,u) b5, * P15, (\;%) duv™(dz)

/n3/2/x+/qu ( )duy (d2),

where in the last inequality we applied Lemma 6.2 and the fact that ¢*(u) = 0 for u < 0.
Substituting this into (6.35), and using the fact that H <. G and V9(z,t) < t + ¢, we get

Jn(z,t)/Qngt \/—/X-&-/H (z,u gb+< u >du1/+(dz)

V21 nd/?

ce + 1y

= o |Gl +eren — \/_TEm (HGH/fJ + ”HijJ) :

Since \f 1+ cel/t ,m = 55 2n and k > n using again H <. G we deduce that for n
sufficiently large,

2V92t n
In(z,t) = 5 /}ﬁ/H Z,u) () duv™(dz)

C( 1 Tn
=S (&4 Z5) 1G rene — 5 (1G]

We now deal with K,(z,t) which is the second term in (6.28). Bounding K,(z,t) is
one of the difficult points of the paper and needs to make use of the duality. We start by
splitting K, (z,t) into two parts according to whether the values of ¢ + Syg(y - z) are less
or larger than ey/n: for z € X* and ¢t € R,

Kn(z,t) = Ky + Ko, (6.37)

s+ IH | ) - (6.36)

where

— A —k & _
Ky = /X, Am ((T Y- Z)-H t+ Sk?g(y ) 2)) ]l{t+5‘kg(y-z)<sl/6\/ﬁ}]l{i-tg(y.z)>k}yz (dy)7

z

— A —k & _
Ky = /X* A ((T Y- Z)-H t+ Skg(y ’ Z)) ]l{t+gk9(y'z)>€1/6\/ﬁ}]l{i‘tg(y-z)>k}yz (dy)

z

For K7, using the upper bound in the local limit theorem (cf. Theorem 5.8) and taking into
account that ¢ < 1, we get

— L(¢) Ce
An(z,t) < , here L,,(¢) = t@Leb + —— o+
(Z ) \/m where (8) CHG“ +®Leb T \/EHGHJZ@'
This and the fact that \/% < ¢ imply
L (e) _
K< /Xz ﬂ{t+§kg(y'2)<el/6\/ﬁ}]l{*f(y~2)>k}yz (dy)

h
Hok

<

- <t + gkg(y - 2)
: Vk

el Wy 2) > k) .
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Using Lemma 4.6 and the fact that m = [¢'/?n], we get that uniformly in z € X*,

Lin(e) (2V9(z,t) e o o(l)
o< B2 (2D 1 g a4 20))

< L) (A“UG¢+<f>df-+o<w)
L;(;) ("% +0(1))
ccknl) (o 20)

= (16w + TG ) (2 + %)

n £
1 0(1)
(5 + %) 16 + 551G (6.3%)

1
£14

<c

—_

PN

<

S|o

We proceed to give an upper bound for Ks, see (6.37). Recall that the function (z,¢) —
A, (2,t), which is involved in the definition of K, is defined by (6.27) and does not in gen-
eral belong to the space 7. We start by smoothing the indicator function in (6.27). Let &
be a non-negative smooth compactly supported function in [—1, 1] such that [*, x(u)du = 1
and set k. (u) = 2k(%) for u € R. Define

Anet) i= [ Gorra (T~ 201t + Sy - 2)
<X (t=2+ min S9(-2)) vz (),

where x. is the same as in (6.6) and Y. = 1— x.. Note that the function F' is £/2-dominated
by the function G * k. /2. By the identity

]l{ﬁg(y.zbm} = 10,0 <t+ min S;g(y - z)) (6.39)

1<jsm

using the bounds (6.7) and F(z,-) < G * kcj2(z,-), we get that the function A, is €/2-
dominated by the function A,,.. Moreover, by Lemma 6.5, there exists a constant c. such
that for any m > 1, the function A,,. belongs to " and satisfies

“Zm,anji’;j < 06“G||3fa+> ||Am6||u+®Leb ||G||V+®Leb
Denote
mes(z, t) = Zmﬁ (Z, t) ]l{tZal/G\/ﬁ}' (640)
Using the upper bound (6.1) and the fact that ¢™ < 1, we obtain

—k & —
KQ < ~/Xz Wm,e ((T y- Z)-l-’t + Sk:g(y ' 2)) ]l{%f(y-z)>k}yz (dy>

<GW@0+C(

— - /4 4 1/4)> [Winell+gren + \/_kHngH%ﬁ (6.41)
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For the first term on the right-hand side of (6.41), by the definition of W,, . and Fubini’s
theorem, we have

IWonelotiren = [ [ Wone (2, 0) duv* (d2)
X+ JR
< /X/R [G * Ke /2 ((T_m$)+> u + Smg(@)
X ]1{u+min1<j<m Sjg(x)go}ﬂ{u>sl/6ﬁ}] v(dx)du =: U. (6.42)

Using the duality (Lemma 2.12) yields that

. / / / /
U - /X\/]R [G * KJE/Z ('CL“’" u ) ]l{u’—minlgjgm Sjg(gc’)<0}ﬂ{u’—smg(m’)>sl/6ﬁ}] I/(d'l‘ )du °

Since the measure v is T-invariant, it follows that

U= /X/R [G kg ((T7"2) 4,00 L iy S50 <0}
X 1{u’—Smg(Tm$/)>€l/6ﬁ}] v(dz")du’
— /X/R lG * Ke /2 ((T_mfl?/)+, u’) ]l{u’—émg(x')eraxngm Smsola<o}
% H{U’—gmg(:c')%l/fv‘\/ﬁ}] v(da')du/
< /X/R [G * Ke /2 ((T_mxl)h u/) ]l{maxlgjgm S’jg(x/)ggl/ﬁ\/ﬁ}] v(dx")du'

= ~/]R‘/X+ /z [G * Ke/2 ((T‘my . Z)+7 ul) ]].{maxlgjgm |S'jg(y.z)>€1/6\/ﬁ}‘|
x v, (dy)v*(dz)du/, (6.43)

where for the last line we made use of Lemma 2.2. By the Fuk inequality of Lemma 6.4
with M = ¢~ /'2 and ¢ small enough, it follows that

—m , -
»/Xz lG * Kej2 ((T Y- Z)—i—a u) ]l{maxlgjgm |§jg(y.z)|>€1/6ﬁ}] v, (dy)

—m / _
< /Xz‘ [G * Re /2 ((T Y- Z)+7u) n{ma)qgjgm |Sjg(y~z)|>M\/ﬁ}] v, (dy)

<2 P /X+ G * koo (z,u)) v (dz) + et/ ot 1G * ke pa (-, 0)]] -
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Implementing this into (6.43), by (6.42), we have
| Winello+oLen < ¢ /" / . G * Ko (z,u) v (dz)du
R JX

+ Cle_cgl/ﬁnl/?) /]R HG * /{5/2(" u/> Hu@;fdul

-1/ 1 _—eel/ /
TN Gllrere + e G

—1 _—cel/6pl/3

|Gl +aren + e e 1G] (6.44)

< c/ Keso(u')du'e™
R

_ce—1/12
< ce

where for the last line we made use of bounds similar to those in Lemma 6.5.
The norm [[W, ||+ in the second term on the right-hand side of (6.41) is bounded
using Lemma 6.5. Taking into account (6.40), we get

Wonell s < NAmellgr < cll Gl (6.45)

Therefore, from (6.41), (6.44) and (6.45), we derive the upper bound for Kj: uniformly in
2 e Xt and t < to,

2V9(z,t) | ¢ 14 . Tn ~1/12 Ce
Ky <2 <2m - (5 4 51/4> exp (—c=7/2) [Gllyrones + 751Gl
cell* c
< Gllronan + g IGe (6.46)

Combining (6.28), (6.36), (6.37), (6.38) and (6.46), the lower bound (6.2) follows.

7. PROOF OF THEOREM 1.7

As for Theorems 1.3 and 1.5, we first establish the result when ¢ is in #". The general
case of a function g in Z will follow using the same method as in Section 4.

Theorem 7.1. Let g € B be such that vt(g) = 0. Assume that for any p # 0 and
q € R, the function pg + q is not cohomologous to a function with values in Z. Let F' be a
continuous compactly supported function on X* x R. Then, we have, uniformly in z € X+
and t in a compact subset of R,

lim n?®/? /X’ F ((T_"y c2) 4, t+ Sngly - z)) ]l{%f(y-z)>n71}yz_(dy)

n—oo
z

2V9 (= t)/ D
=27 F ) 19 (da! . di').
\/27‘(03 XxR (x”” >HJ (da’, dt)

In the proof of this theorem, we will make use of several technical lemmas which are stated
below. We say that a function G on X* x R is a-regular if there is a constant ¢ such that for
any (z,t) and (2/,#) in X x R, we have |G(z,t) — G(2',t')| < c(|t — | + a**>*)). In other
words, a function is a-regular if and only if it is Lipschitz continuous on X+ x R when R is
equipped with the standard distance and X is equipped with the distance (z, 2’) — a“(#).
The following result is similar to Lemma 6.5. It will allow us to smooth certain functions
appearing in the proof of Theorem 7.1 in order to be able to apply Theorem 6.1. Recall
that for e € (0,1), x-(u) = 0 for u < —¢, xc(u) = **= for u € (—¢,0), and x.(u) = 1 for
u = 0.
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Lemma 7.2. Let o € (0,1) and g € B be such that v™(g) = 0. Assume that g is
not a coboundary. Let G be an a-regular function with compact support on X* x R. For
(z,t) eXT xR, m>1and e >0, define

\I]m,s(zvt) = /7G ((T_my ) Z)+, t+ ‘gmg(y ’ Z))

X Xe (t e+ min Sig(y - Z)) v, (dy).

Then V,,. € H.+ and ||®m,e||,%ﬂa+ S o

Proof. Tt is enough to prove the lemma for a non-negative function GG. Recall that

T, T, \Ijma 7t _\Pma Iat
[T el :/ sup [Ty (=, 6) [di + [ sup 1ome (D) <01y
@ R

!
zeXt R z,2/exX+ (%)

By Corollary 4.5, the first term is dominated by ¢/+/m for some constant ¢ > 0.
For the second term, we start by noticing that by Lemma 2.9, there exists a constant
co > 0 such that for any z,2" € X with 29 = 2, t € R and y € X,

Xe (t +e+ 12%21”1 Sig(y - z)) — Xe <t +e+ 1g}i<nm Sig(y - z'))

f— 1 v. . —_— 1 V< . /
= (e (b i Sty 2)) e (24 min S0 )

X ]l{t+min1<j<m Sjg(y-z)>—co}

1 - .
. . /
S ¢ [195m Sigly - 2) = 1555m Sigly - #) Lt tmini s S0(002)2 o}
&1 w(z,2")
S ga ]l{t+min1<j<m Sjgly-z)=—co}’

where in the last inequality we used Corollary 2.10. It follows that

| G(@my- 2t +Sngly-2)

z

X |Xe (t +e4 min Sig(y - Z)) — Xe (t +e+ min Sig(y - Z’)) v, (dy)
Cl w(z —-m 3 -
< zOé (=) /X* G ((T Y- Z)+7 l+ Smg(y ) Z)) ]l{t+min1<j<m Sig(y-z)=—co} V= (dy)

z

By using again Corollary 4.5, we get

\/]R Sup a—w(Z,z’) \/7 G <(T_m,y . Z)+,t + Sv'mg(y . 2))

2,2/ €XTiz0=2] Xz

X

Xe <t +e+ lg}ignm Sig(y - z)) — X (t +e+ 1rg]f}lgr?ln Sig(y - z’))
Co

< ot (7.1)

v, (dy)
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Besides, as G is a-regular and has compact support, we have for any 2,2z’ € X with
2o = %, and t € R, by Lemma 2.9,

/X_ G (T 2) 4t + Smgly - 2)) = G (T ™y - )yt + Smgly - 7))
X Xe (t +e+ min Sigy- Z’)> v; (dy)
< 30 H (w7 (y eX]it+d+ in Sigly - 2) > O) :
SIsm

for some compactly supported continuous function H on R and some ¢ > 0. Again by
Corollary 4.5, we get

/ sup )
R 2,2/ €XTiz0=2]
X /BC ‘G ((T_my - 2) syt + Sg(y - z)) -G ((T‘my )yt + Sy - z’))‘
. & /
e (e min Syoly- ) vz ()it < T (7.2)
Finally, for any z, 2’ € XT with 2y = 2{, t € R, we have

/7 G ((T_my )t + S’mg(y . z')) Xe (t +e+ 1r<r}i<nm gjg(y . z’)) v, (dy)

z

=) G ((T’my 2 )t 4+ Smg(y - z’)) Xe (t +e+ lg}g}n Sig(y - z’)) W2y (dy),

where 6 is as in Lemma 2.3. By the Holder continuous domination of # in Lemma 2.3, we
derive that

_ ’
/ sup @)
R z,2'€Xtiz0=2

/7 G ((T‘my )t + gmg(y . z')) Xe (t +e+ 12}21,” gjg(y . z')) v, (dy)

— / T Ty 2t gmg(y . z')) Xe (t +e+ 1I<r}i<nm gjg(y . z')) V;(dy)’dt

04/ sup /7 G ((T_my )t + Sy - z’)) Xe (t +e+ 1I<r;ignm S;g(y - z’)) v, (dy)dt

Z'eX+

< ﬁ’ (7.3)

where the last inequality follows from Corollary 4.5. Putting together (7.1), (7.2) and (7.3)
gives

sup
2,2/ €XTiz0=2]

/ Wone (2,1) — Upn e (2/,8) |d e
R

The lemma follows. O

Now we write a technical version of Theorem 7.1.
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Lemma 7.3. Let a € (0,1) and g € BT be such that v(g) = 0. Assume that for any
p # 0 and q € R, the function pg + q is not cohomologous to a function with values in 7Z.
Let t € R. Then, for any ¢ € (0, %) and z € X*, and for any non-negative function F and
non-negative a-reqular compactly supported functions G, H satisfying H <. F' <. G, we
have

lim sup n®/? / CF (T 20t 4 809y 2)) L aagaysnoryvs (dy)

n—00 .
2V9 (z,1)

03\/% /G 24, )9 (dz, dt) (7.4)

and

lim inf n’/? /X_ F ((Tﬁny " 2) 4t + Sng(y - Z)) ]1{%5(y.z)>n—1}’/;(dy>

z

2V9 (z,1)
> v / H(zy, )9 (dz, dt). (7.5)

Proof. We first prove (7.4). As in (6.24), denote, for z € X* and t € R,

W (2,1) = / CF (T 20t 4 Sug(y - 2)) Lsay apon 1y Vs ().

z

Set m = [n/2] and k = n — m. By the Markov property we have that for any z € X* and
t e R,

\I}n(za t) = /7 Vo, ((T_ky : Z>+7 t+ gkg(y ' Z)) ]l{i-tg(y.z)>k}yz_(dy)' (76)
For any 2/ € X* and ' € R, we set

U, (2, 1) = /X_ G ((T*my )+ gmg(y . z’))

Z/

X Xe (t’ +e+ lg}ignm S;ig(y - z’)) v, (dy).

By using F <. G, we get that ¥,, <. ¥,,. Note that by Lemma 7.2, the function ¥,
belongs to the space .7, so that we are exactly in the setting of Theorem 6.1. Therefore,
using the bound (6.1) of Theorem 6.1, we get

2V9 (z,1) u
v, / / ot du'v*(d2'
(1) 02\/%/{ x+ JRy (ag\/E> wv(dz)

_ Ce \\—
+ 2 (e 1/4) [Tollotes + 5 [ Fonll s
=: Jl + J2 + J3.
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For J;, applying the duality (Lemma 2.12), we deduce that

foo [, Tn et (;QE) duv(d:)
< Jo o f 6@ 2t Sty )
X Ao (yayomoi} Ve ()67 (U:f/ﬁ duv™(dz)
= [ [ 6@t Sugt)) o' (J%) Liss oy dir(da)
N

Using the conditioned central limit theorem (Theorem 1.5), we get
— Smg(z) — 2¢
Jr
lim o,v2mm / / G(xy,t—2e)¢ < ok ]I{Tt_g(z)>m_1}dty(d:c)

_9 /X /R Gy, t — 26) 9 (dar, dt) /R ) (67 ()" ar
- \/j /X /R Gy, t — 20) "9 (de, dt).

Therefore, we obtain

2
lim n*%J, = ‘/3\/2_ //Gx+,t—25) =9 (dz, dt).
o3/ 27

n—o0

For J,, by Corollary 4.5, we have
c

||@m‘|u+®Leb < ﬁ

Taking into account that m = [n/2] and k = n — m, we get limsup,,_,. n*/%Jy < ce'/4.
For J3, by Lemma 7.2, we have lim,_,o, n*/2J5 = 0. This finishes the proof of the upper
bound. The proof of the lower bound can be carried out in the same way. U

From Lemma 7.3, we get Theorem 7.1 by a standard approximation procedure.

Lemma 7.4. Fiz o € (0,1). Let F be a non-negative continuous compactly supported
function on X* x R. Then, there exist a decreasing sequence (Gi)r=1 and an increasing
sequence (Hy)y=1 of compactly supported a-regqular functions, such that Hy, <uk F <an G
for any k > 1, and Gy and Hy converge uniformly to F' as k — oo.

Proof of Theorem 7.1. This follows directly from Lemmas 7.3 and 7.4. U

From Theorem 7.1 we deduce a new lemma in which the target function /' may depend
on the past coordinates.

Lemma 7.5. Let g € B" be such that v (g) = 0. Assume that for any p # 0 and q € R,
the function pg+q is not cohomologous to a function with values in Z. Let F' be a continuous
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compactly supported function on X x R. Then, uniformly in z € X, and t in a compact

subset of R,

. 3/2 N, . s . _
lim n /X F (T"(y - 2),t + Sugly Z))]l{%g(y.zmil}vz (dy)

2V9(z,t
_ V<Z’)/ F (o) =9 (da, dt').
\/271'03 XxR

Proof. As in the proof of Lemma 4.7, it suffices to prove this result when F' is of the form
(z,t) = 1¢, Fi(z4,t), where a € A7~} satisfies M (a;_1,a;) = 1 for —m+1<i < —1,
and F} is a continuous compactly supported function on X* x R. For such a functlon, we
have

/ F(T™(y-2),Sug(y- 2))]1{7 (-2)>n-1} Yz (4Y)

_/ Fz( ))+,§ng(y.z)> Looayonot}Vs (@),

where, for (2/,t') € Xt x R,

Fo(2 1) = exp(=Sp(a_p ...a_y - 2))Fy (2, ) = /x— F(y -2t v, (dy).

zl

Since Fy(-,t") depends only on the future, we can apply Theorem 7.1, which gives

lim n*? /X B ((T”(y 2)) +Sugly - Z)) Lrvaayon1}?s (4Y)

n—o0
z

219 z,t _
g

To conclude, it remains to show that
/ Fy (24, ) u=9 (da, dt) = / F (2, 1) g9 (dx, dt).
XxR XxR

Indeed, by the definition of the measure u(~9 (see Theorem 1.1) and by using Lemma 2.2,
we get

/ F (z,t) l=9 (da, dt)
XxR

— lim F (2,) (=Sng (@)1 -

n— o0 XxR

= Jim [ (S0 oy [Pl 0 ()i (d2)

_ lim/ / ML oy Fal2 Dt (d2)

n—00

g)( )>n }I/(d.’li)dt

= F2 ([L’+7t)ﬂ_g)(d$7dt)7

XxR

which ends the proof of the lemma. 0

Now we will put a target on the starting point y € X7 .
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Lemma 7.6. Let g € B* be such that v*(g) = 0. Assume that for any p # 0 and ¢ € R,
the function pg + q is not cohomologous to a function with values in Z. Then, for any

(z,t) € XT X R and any continuous compactly supported function F on X, x X x R, we
have

i 3/2 -n,, . & ) _
lim n /XfF(y,T Y-zt + Sugly Z))]l{%g@.z»nfl}vz (dy)

n—oo
z

V9 z,1 _ g—
- w—() o F ) p 0 e iy (dy).
g zZ

Proof. As usual, it suffices to prove the lemma when F is of the form (y, x,t') = ¢, (y)G(z,t'),
where a € A7* and G is a continuous compactly supported function on X x R.
If t + Spg(T™ *(a - 2)) = 0 for every 1 < k < m, we have that for n > m,

3/2 -n,, . & . —
n /X’ F (y,T y-z,t+ S.9(y z)) ﬂ{%f(y-z)>n—1}yz (dy)

z

= 2 exp(~S(a- 2))
x [ @Iy (@2 4+ Sgla-2) + gy (a-2)

X]l{vg

Tt4+Smg(a-z)

}V;z(d’y)'

(y-(a-z))>n—m—1
By Lemma 7.5, as n — oo, the latter quantity converges to

2W9(a- 2t + Spgla - 2)) e
Vano? /XX]RG(SM)# (da, dt') exp(—Spmt(a - 2)),

which, by the definition of measure /i7", (see (3.21)), is equal to

2VI(z,t) ., _ _
) vz, Caz / G /,t/ ( g) d 17 dt/
\/%0_3 2 ,t ( » ) xR (I ):u ( T )

219 z,t _ o—
B PO O i ).
g zZ

If there exists 1 < k < m with ¢ + Sig(T™ *(a - z)) < 0, we have (17, (C,,.) = 0 and

/x; F(y,T ™"y 2t +S.9(y-2)) Lroyaysn) Ve (dy) =0
for n > k. The conclusion follows. O

As usual, from Lemma 7.6, we want to deduce the analogous result for functions which

depend only on finitely many negative coordinates. We shall use the following easy formula
that relates the measures p? and p?°7.

Lemma 7.7. Let g € # be such that v(g) = 0 and g is not a coboundary. Then, for any
continuous compactly supported function F' on X X R, we have

/XX]R F(xat),ugoT(dx, dt) = / F(Tflx’ H)pd (dx, dt).

XxR
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Proof. By using the relation TthT =7/ 0T, we get

/ F(z,t)p%" (dx,dt) = lim F(2,8)Su(g 0 T) (@)1 (g1 (45 gV (da)dl
XXxR t

n—oo XxR

= lim F(T_lx,t)Sng(x)H{Tg(w)>n}u(dx)dt

n—oo X xR

- / F(T Y2, )9 (der, dt),
XxR
as desired. 0

Lemma 7.8. Let g € B be such that v(g) = 0 and there exists m > 0 with go T™ € AT.
Assume that for any p # 0 and q € R, the function pg+q is not cohomologous to a function
with values in Z. Then, for any (z,t) € X x R and any continuous compactly supported
function F' on X7 x X x R, we have

1 p3/2 —n,, S ol - -
lim 7 /X ;F (y,T y-z,t+ Sugly z))ﬂ{%g(y.z»n_l}vz (dy)

219 z,t _
= \/%O'?’)/XXXXRFQU,,CLJ’ZSI) ,LL( g)(dl‘/,dt ):uzt (dy)

Proof. As in Lemma 3.15, for a € A", set F, to be the function on X, x X x R defined

z )

by F,(y,z,t) = F(y - a,T™z,t). Then we have, by setting h = go T™,
3/2 g, v ' B

n3/2 ZAW exp(_Smiﬂ(a.z))/Xm F, (y,T‘”(y (a-2)), S, h(y - (a- z)))
X o aany>n-1} Ve (4Y)-

By Lemma 7.6, as n — oo, this converges to

V(a2 t)
aezA:;n exp(—Smi(a - 2)) \/%0'3

% Fa !t (—h)d/dt/ vh.,fd/.
/X;,ZXXXR (ywr’ )/IJ ( €T, ):uaz,t( y)
By (3.24), the latter quantity is equal to
F(y, T ¢) =M (do’, dt" iy (dy).
~/XZ_><X><R <y7 €, ):u ( €, ):uz,t( y)
As h = goT™, the conclusion now follows from Lemma 7.7. U

Now we can give a result for any function g in 4.

Lemma 7.9. Let g € A be such that v(g) = 0. Assume that for any p # 0 and q € R,
the function pg + q is not cohomologous to a function with values in Z. Then, for any
continuous compactly supported function F' on X x X x R x R, we have

: 3/2 -n &
lim n /XXR F (x, T "x,t,t+ Sng(x)) ]l{%f(x)>n71}y(dx)dt

n—oo
2

- ! (-9)
B vV 271'0'3 /XXXX]RXIR F (ZL’, t ’t’t ) ! (d:L‘ dt ) (dl‘ dt)




CONDITIONED LIMIT THEOREMS 61

Proof. We can assume that the function F' is non-negative. For (z,t) € X* x R, denote

Wo(z,t) = n*? /X_ Fly-2T"(y-2),t,t+ Sug(y-2)) Lrzogayon1}¥s (dy).

z

Let (gm)m=o0 be the sequence of Holder continuous functions as in Lemma 2.11. For any
n,m = 0, we set

Fr(z o' t,t')= sup F(x,2',t—2ca™t +5),

|s’|<2c1a™
Fo(x, 2 t,t) = o iglf F(z,z',t + 2c;a™ t' + &),
s'1<2c1a™
and
Witlzt) =0 [ Bl (2T (- 2) 1t + Sagm(y - 2)
b X;
X ﬂ{ﬁm%yd>n—1}yg(dy%

Wi (2, ) = n?? /X Fy(y- 2T (y-2),t,t + Sugunly - 2))

z

X ]l{{_tgm(yvz)>n_1}]/z_(dy).
For z € Xt and t € R, it holds that
Wzt = 2c10™) <K Wo(2,1) S W7, (2,1 4 2c10™).
By taking the limit as n — oo, we get by Lemma 7.8,

VI (2.t — 2e0™)

v/ 2#03

/ F,(y-z2' t—2¢a™mt)
X7 xXxR

X ) (da! ) [ ey ()
< lim inf W, (2, ¢) < limsup Wi, (2, £)

n—oo
o 2V9m (2, t 4 2¢;™)

h v/ 2#03

/ Fr(y-za' t+2ca™,t)
X, xXxR
x o) (da, dt') Ly ey oo () (7.7)

On the one hand, after integrating over X* x R in (7.7) with respect to the product of v+
with the Lebesgue measure, by Fatou’s lemma and Lemma 7.8, we get

2
F~(z. 2 t.¢) uC9) (do' . dt') o (da, dt
/XXXXRXR m( b )Iu ( ’ ),M ( ’ )

V2ro}
< limi 3/2/ —-n & L ) ]
< liminfn . F (:I:, T "z, t,t+ Sng(x)) ]l{n (x)>n—l}y(dx)dt (7.8)

n—oo
To conclude, we need to show the reverse Fatou property holds. To this aim, we choose a
non-negative continuous compactly supported function G on R such that for any (x,2',¢,t') €
X x X x R x R, one has Fy (z,2',t,t') < G(t)G(t'). Then, we get for (z,t) € X* x R,

z

Wiro(z:8) < Un(e,) i= n2G(0) [ GE+ Sugoly - ) gra0(,01001) V5 (d9)
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By Lemma 7.1, U,(z,t) converges uniformly in (z,¢) € X* x R. Therefore, by applying
Fatou’s lemma to the sequence U, (z,t) — W,(z,t), we get by integrating over X* x R in
(7.7) with respect to the product of v with the Lebesgue measure,

2
— FF (z, 2, t,t) p=9m)(da’, dt') o (d, dt
\/%0'2 /XXXXRXR m (.7:71‘7 ) )lu ( T, )/’l‘ ( L, )
> i 3/2/ —n G L . .
> hgl—igpn . F (x, T "z, t,t+ Sng(x)) ]l{n' (I)>n_1}y(dx)dt (7.9)
By letting m — oo, the conclusion follows from (7.8), (7.9) and Lemma 3.19. O

Proof of Theorem 1.7. By the duality lemma (Lemma 2.12), we have

/X P T+ Sy f @)Ly v(de)dt

= F(T™"z,z,t — S, f(x), t)]l{

XxR # P (@)>n—1

v(dx)dt.
}( )

Now the conclusion follows from Lemma 7.9. O
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