
ADDITIVE REPRESENTATIONS OF TREE LATTICES
1. QUADRATIC FIELDS AND DUAL KERNELS

JEAN-FRANÇOIS QUINT

Abstract. Given a discrete cofinite group of isometries Γ of a
locally finite tree X, we study certain Γ-invariant quadratic forms
on distribution spaces on the boundary ∂X of X which are defined
by singular integrals. Their kernels are constructed from certain
cohomology classes of functions on the space of parametrized ge-
odesic lines of Γ\X, equipped with the time shift dynamics. We
develop a structure theory for these quadratic forms when they are
non-negative.
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1. Introduction

1.1. Motivations. This article is the first of a series of papers which
aim at studying certain phenomena in the representation theory and
harmonic analysis on non-abelian countable groups. This study is mo-
tivated by questions from homogeneous dynamics and geometric prob-
ability theory. In homogeneous dynamics, one studies actions of sub-
groups of a Lie group G on the homogeneous spaces of G. In geomet-
ric probability theory, one studies random walks on the homogeneous
spaces of G defined by Borel probability measures on G.

In both fields, numerous striking equidistribution results were ob-
tained in the last decades. The question of the speed of those equidis-
tribution results is still open in many cases. Often, understanding this
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speed amounts to proving a spectral bound for a certain linear operator
acting on a Banach space.

Inspired in particular by the work of Bourgain [7] on absolute con-
tinuity of stationary measures, and by his own joint contribution with
Benoist to the subject [6], the author was lead to believe that it might
be possible to describe part of the spectral structure of operators P
defined as follows: let G be a semisimple Lie group and ∆ be a finitely
generated (Zariski dense) subgroup of G. Choose an irreducible uni-
tary representation of G on a Hilbert space H and let ρ : ∆ → U(H)
be its restriction to ∆. Let S be a finite set which generates ∆ and P
be the self-adjoint operator of H defined by

P =
1

2|S|
∑
g∈S

ρ(g) + ρ(g−1).

We will not solve the question of describing the spectral invariants of P
in this article, but we will start to build a structure theory for certain
unitary representations of the abstract free group generated by S which
share some analogy with ρ.

1.2. Special representation of SL2(R). To motivate the introduc-
tion of this theory, let us focus on the case where G = SL2(R). One
can define a unitary representation of G in the following way. Let H0

be the space of all distributions T in the Sobolev space H = H−
1
2 (P1

R)
such that ⟨T,1⟩ = 0, where 1 is the constant function with value 1.
The group G acts on H and H0 in a natural way. Let us construct an
invariant scalar product for this action. For ξ ̸= η in P1

R, and p in the
hyperbolic plane H, let (ξ|η)p denote the Gromov product of ξ and η
viewed from p. Equivalently, if ξ = Rv and η = Rw for some non-zero
vectors v and w in R2, we set

(ξ|η)p = −1

4
log

(
∥v ∧ w∥p
∥v∥p ∥w∥p

)
,

where ∥.∥p stands for the Euclidean norms associated to p on R2 and

∧2R2. Then the symmetric bilinear form defined formally by

Φp : (φ, θ) 7→
∫
P1
R×P

1
R

(ξ|η)pdφ(ξ)dθ(η)

is bounded on H−
1
2 (P1

R). It is positive definite and defines the usual

topology of H−
1
2 (P1

R). Now the restriction of Φp to H0 does not depend
on p. This follows from the following additive property of the Gromov
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product

(1.1) (ξ|η)p − (ξ|η)q =
1

2
(bξ(p, q) + bη(p, q)) p, q ∈ H ξ ̸= η ∈ P1

R,

where b : H × H × P1
R → R is the Busemann cocycle which can be

defined in this instance by

bξ(p, q) =
1

2
log

(
∥v∥p
∥v∥q

)
,

for p, q in H and ξ the vector line spanned by the non-zero vector v in
R2.

This representation is irreducible if one considers distributions with
coefficients in R; if one considers distributions with coefficients in C,
it is the sum of two irreducible components. In this case, these irre-
ducible components are discrete series representations of SL2(R) which
are complex conjugate to each other (see [26]).

Moreover, the very definition of the space of this representation as a
hyperplane in H = H−

1
2 (P1

R) says that the representation H0 appears
in an exact sequence

0 → H0 → H → C → 0,

where H is a representation of SL2(R) by bounded automorphisms
which is not uniformly bounded. This defines a natural non trivial
1-cohomology class of H0.

Bargmann’s classification of irreducible unitary representations of
SL2(R) is given in [26]. One can check that they all can be constructed
from the representation in H0 by abstract algebraic operations, such as
taking tensor products (as in the work of Repka [31]) or exponentials
defined by the natural 1-cohomology class (this latter procedure is de-
scribed in Section 2.11 of the book of Bekka, de la Harpe and Valette
[4]).

To summarize, the additive property (1.1) allows to define an invari-
ant symmetric bilinear form on certain function spaces on the boundary
of H. This bilinear form is positive definite and most of the representa-
tion theory of SL2(R) can be recovered from the unitary representation
defined by this data. For this reason, and by analogy with the case of
automorphisms of trees explained below, let us call this unitary repre-
sentation the special representation of SL2(R).

1.3. Special representations of automorphisms of trees. We will
now recall an analogue construction for trees. Let X be a regular
tree with valence d ≥ 3, that is, every vertex x in X has exactly d
neighbours. Later, X will be the tree associated to a free group. The
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group G of automorphisms of X comes with a natural locally compact
topology. The study of the unitary irreducible representations of G
was initiated by Cartier [12] and a full classification of them was given
by Olshanski [29]. This classification is described in detail in the book
of Figà-Talamanca and Nebbia [15], and it shares some deep analogy
with the representation theory of SL2(R).

In particular, let ∂X be the boundary of X, ∂2X be the set of pairs
of different points in ∂X and ω : X×∂2X → Z be the Gromov product.
Then, there is a certain Hilbert space Hω of distributions on ∂X whose
scalar product is formally defined as the symmetric bilinear form

(φ, θ) 7→
∫
∂X×∂X

ωx(ξ, η)dφ(ξ)dθ(η),

where x is a fixed vertex of X. Again, if we set Hω
0 to be the space of

those T in Hω with ⟨T,1⟩ = 0, the restriction of this scalar product to
Hω

0 does not depend on x, which is due to the relation
(1.2)

ωx(ξ, η) − ωy(ξ, η) =
1

2
(bξ(x, y) + bη(x, y)) x, y ∈ X ξ ̸= η ∈ ∂X,

where b : X × X × ∂X → Z again is the Busemann cocycle. The
construction of the Hilbert spaces Hω and Hω

0 is recalled in Subsection
3.1.

1.4. Pull-back of the special representation. We will now show
how certain unitary representations ρ as in Section 1.1 can be defined
directly by looking at functions on a tree.

Let ∆ and S be as in Subsection 1.1 and let Γ be the abstract free
group generated by S, so that ∆ may be seen as the image of Γ under
a homomorphism θ. The data of the system of generators determines
a transitive action of Γ on a d-regular tree X, where d = 2|S|. Fix
x in X and equip the boundary ∂X of X with the harmonic measure
νx associated to x. Boundary theory gives a Γ-equivariant measurable
map F : ∂X → P1

R which is defined νx-almost everywhere. It follows
from the construction of this map by means of probability theory (see
[5, Sec. 9, 13]) that the νx ⊗ νx-almost everywhere defined function

Ωx : (ξ, η) 7→ (F (ξ)|F (η))p

is νx ⊗ νx-integrable. Thus, it defines a symmetric bilinear form Ψx

on the space M∞(∂X, νx) of Borel signed measures on ∂X which are
absolutely continuous with respect to νx with a bounded Radon deriv-
ative. As the bilinear form Φp of Subsection 1.2 is non-negative, so is
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Ψx. Now, from (1.1), one can get a relation of the form
(1.3)

Ωx(ξ, η) − Ωy(ξ, η) =
1

2
(Bξ(x, y) +Bη(x, y)) x, y ∈ X ξ ̸= η ∈ ∂X,

which implies again that the restriction of Ψx to the space M∞
0 (∂X, νx)

of signed measures ρ with ρ(1) = 0 is Γ-invariant. The completion of
this space with respect to this Γ-invariant non-negative bilinear form
defines a representation of Γ which is a subrepresentation of ρ◦θ. Thus,
at least part of the representation ρ may be seen as being obtained from
the data of the function Ωx and the additive relation (1.1).

1.5. Objectives of the article. Functions Ω which are Γ-invariant
and satisfy a relation as (1.3) will be called additive kernels in this
article. They are rather common in negatively curved geometry (see
Ledrappier’s survey paper [27], whose results are adapted to our frame-
work in Section 2). What remains mysterious (at least for the author)
is the fact that, as in the above construction, the bilinear forms defined
by such functions may turn out to be non-negative (and hence to define
unitary representations of Γ).

In Subsection 1.4, the additive kernel Ω is only measurable.
In Subsection 1.3, the additive kernel ω is smooth, that is, locally

constant on ∂2X. One can show that the representation of Γ onHω
0 may

be embedded in a finite product of copies of the regular representation
of Γ. In particular, if r = |S|, the spectrum of the operator P =
1
2r

∑
s∈S(s+s−1) inHω

0 was computed by Kesten [24]: this is the interval

[− 1
2r

√
2r − 1, 1

2r

√
2r − 1].

We plan to get a better understanding of the spectrum of the oper-
ator P in the measurable case by a careful study of the smooth case.

Therefore, the purpose of this first paper is to study the set of smooth
Γ-invariant additive kernels Ω : X×∂2X → R such that the associated
bilinear forms are non-negative (a first step being to give a precise def-
inition of this non-negativity phenomenon). We will give a description
of all such smooth additive kernels as the images under linear maps
of certain explicit cones in some finite-dimensional vector spaces. The
construction of these vector spaces and of these linear maps will occupy
most of the article. It turns out that these objects possess a rather rich
structure theory, which we will develop in the slightly more general
framework of discrete groups acting on trees with a finite quotient.

Our later objective is to use this structure theory in order to build
approximation schemes of measurable non-negative additive kernels by
smooth ones, along which schemes part of the spectral properties of
the operator P are preserved.
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1.6. Related works. The group SL2(R) or the group of automor-
phisms of a regular tree are type I groups. In other words, the space
of all their irreducible unitary representations may be parametrized by
a standard Borel space. Such a parametrization can not be obtained
for discrete groups with infinite conjugacy classes. These notions and
facts are explained in [3, Chap. 6, 7]. In other words, there is no
hope of getting a classification of the irreducible unitary representa-
tions of Γ. Nevertheless one can try and describe special examples of
such representations.

As far as the author knows, the study of unitary representations of
discrete groups acting on negatively curved spaces can be traced back
to the work of of Figà-Talamanca and Picardello [16] who proved that
the restriction to a free group of a spherical irreducible representa-
tion of the group of automorphisms of its tree stays irreducible. For
Lie groups, Cowling and Steger [14] determined under which condition
the restriction to a lattice of a unitary irreducible representation of a
semisimple Lie group remains irreducible.

The construction, from the geometry of its tree, of unitary represen-
tations of a free group that are not necessarily representations of the
full group of automorphisms was initiated by Kuhn and Steger [25].
This work was recently pursued by Iozzi, Kuhn and Steger [22]. The

A main development of the field was the proof of the irreducibility of
the quasi-regular representation associated with the Patterson-Sullivan
measure of the fundamental group of a compact negatively curved man-
ifold by Bader and Muchnik [1]. This result was extended to groups of
isometries of CAT(−1)-spaces by Boyer [8] and then to a wider class
of quasi-regular representations associated to Gibbs measures by Boyer
and Garncarek [9]. In this latter work, there appears a strong relation
between the unitary representation theory of the fundamental group
and the thermodynamic formalism of the geodesic flow. This connec-
tion also exists in the present paper.

We notice that the representations that are studied by these authors
may be seen as analogues or deformations of the principal series rep-
resentations of SL2(R) or of the group of isometries of a regular tree.
In particular, the Hilbert spaces on which they are defined are easily
constructed: they are the L2 spaces associated with a certain quasi-
invariant measure on the boundary of the group. Our point of view is
different in as much as the representations that we build are analogues
of the special representations mentioned in Subsections 1.2 and 1.3. In
particular, the definition of the associated Hilbert spaces is more intri-
cate. One could say that we study the additive representation theory
of Γ, whereas the above mentioned authors study the multiplicative
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representation theory of Γ. Both theories are related through the ex-
ponentiation process associated to a certain 1-cohomology class in the
additive representations (see again [4, Sec. 2.11]). The precise study
of this relation will also be the subject of a later work, as will be the
use of this exponentiation process to build generalized complementary
series.

1.7. Structure of the paper. We now give a sketch of the contents
of the different parts of the paper.

Section 2 introduces precisely the language of trees X equipped with
a cofinite action of a group Γ and the one of smooth additive ker-
nels, that are locally constant Γ-invariant functions Ω satisfying (1.2).
This is mostly a translation of the material in [27] from the language
of Hadamard manifolds. We show in particular how smooth additive
kernels are defined by (cohomology classes of) Γ-invariant symmetric
functions w on a space Xk = {(x, y) ∈ X × X|d(x, y) = k} for some
k ≥ 1. Note that [27] was already extended to trees in [10] for Hölder
continuous objects.

Section 3 introduces the space Hω of distributions on the boundary
∂X which we mentioned in Subsection 1.3 and which is the analogue
of the Sobolev space H−

1
2 (P1

R) from Subsection 1.2. In case the tree is
regular, the space Hω

0 of distributions in Hω which kill the constant
functions is the skew-symmetric special representation of the group
of automorphisms of X which is studied in [15]. We prove that the
bilinear form Φw defined formally by the additive kernel associated to
the function w is bounded on Hω. Its restriction to Hω

0 is Γ-invariant.
In the sequel of the article, we will give an alternate construction of
this bilinear form.

In Section 4, we study bilinear forms on the space

D(∂X) = D(∂X)/R

which is the quotient of the space D(∂X) of locally constant functions
on ∂X by the line of constant functions. We show how these bilinear
forms may be defined in terms of certain functions called quadratic type
functions on X∗ = {(x, y) ∈ X × X|x ̸= y}. We introduce quadratic
fields, which are one of the main objects of study of this article. More
precisely, for any integer k ≥ 2, there is a notion of a k-quadratic field.
When k is even, k = 2ℓ, a quadratic field p is the data, for any x in
X, of a symmetric bilinear form px on the space of functions on the
sphere Sℓ(x) with radius ℓ and center x, with 1 in the null space of
px, and with a compatibility relation between px and py for x ∼ y.
When the associated bilinear forms are positive definite (modulo the
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constant functions), a k-quadratic field is called a k-Euclidean field.
From a k-Euclidean field, one can build a (k + 1)-Euclidean field by a
process called orthogonal extension, and, by induction, one eventually
gets a symmetric bilinear form on D(∂X). The set of all Γ-invariant
k-Euclidean fields is denoted by Pk. It is an open subset of the finite-
dimensional vector space of Γ-invariant k-quadratic fields.

In Section 5, we define a dual notion to the one of a k-quadratic
field, namely the one of a k-dual kernel. The finite-dimensional vector
space of all Γ-invariant k-dual kernels is denoted by Kk and there is
a natural linear embedding Kk → Kk+1 which is also called orthog-
onal extension. Euclidean fields may be embedded into dual kernels
and orthogonal extension of Euclidean fields is the same as orthogo-
nal extension of the associated dual kernels. Still, the definition of
dual kernels and their orthogonal extensions is rather intricate, and we
hope our choice of order for the exposition will help the reader to get a
better understanding of the objects. We define a closed convex cone of
k-dual kernels in Kk which are called non-negative k-dual kernels. A
Euclidean field, when viewed as a dual kernel, is non-negative. To each
such non-negative k-dual kernel, we can associate a Γ-invariant space
of distributions equipped with a Γ-invariant non-negative symmetric
bilinear form. Our goal now will be to show that these bilinear forms
may be defined by means of an additive kernel.

The purpose of the technical Section 6 is to define this additive ker-
nel. More precisely, we build there a linear map Wk : Kk → Wk from
the space of Γ-invariant k-dual kernels towards the space of cohomol-
ogy classes of Γ-invariant symmetric functions on Xk. This map Wk is
called the weight map.

In Section 7, we draw the connection between the language of ad-
ditive kernels and the one of dual kernels. Indeed, we prove that the
Hilbert space associated to a non-negative dual kernel always contains
the above constructed space Hω

0 (up to a quotient) and that the bilin-
ear form induced by the dual kernel on Hω

0 is of the form Φw, where
w is a function defined from the dual kernel through the weight map.
Conversely to every function w such that Φw is non-negative on Hω

0 ,
we can associate a non-negative dual kernel which is called the image
kernel of w. In the rest of the paper, we will study the set of all image
dual kernels.

As a preliminary, in Section 8, we prove that the weight map is
surjective and we describe its null space1. This leads to the introduction

1There is a problem with terminology here. In linear algebra, the kernel of a
linear map is the space where it cancels. In functional analysis, the kernel of a
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of a new family of objects which are called k-pseudokernels, where
k ≥ 1 is an integer. The vector space of all Γ-invariant k-pseudokernels
is denoted by Lk. When k ≥ 2, there is a natural embedding of Lk−1
into the space Kk of Γ-invariant k-dual kernels whose range is exactly
the null space of the weight map.

In Section 9, we give a geometric description of the set of image
k-dual kernels as a subset of the finite-dimensional space Kk.

In the rest of the paper, we will study the image dual kernels coming
from bilinear forms Φw which are not only non-negative but coercive,
that is, which define the topology of Hω

0 . These kernels are actu-
ally associated to certain Euclidean fields which are called admissible
Euclidean fields. In Section 10, we give a criterion for a Euclidean
field to be admissible. This criterion involves a natural linear operator
associated to a k-Euclidean field and acting on the space of (k − 1)-
pseudokernels, which we call the transfer operator by analogy with the
theory of hyperbolic dynamical systems.

In Section 11, we build a natural Riemannian structure on the space
Pad
k of all admissible Γ-invariant k-Euclidean fields. It is an analogue

of the Riemannian structure on the space of all scalar products of a
finite-dimensional vector space (see [21]). The orthogonal extension
map injects Pad

k smoothly into Pad
k+1 and the Riemannian structure of

Pad
k is the pull-back of the one of Pad

k+1.
The building of these Euclidean norms on spaces of Euclidean fields

is a first step towards building approximation schemes of non smooth
additive kernels by smooth ones.

1.8. Miscellaneous notation. When speaking of a function, we shall
always mean a function with values in R. All vector spaces considered
in this paper and in particular all Hilbert spaces will be defined over
R.

If V is a vector space, we shall denote its algebraic dual space by V ∗.
If W is another vector space and θ : V → W is a linear map, we write
θ∗ : W ∗ → V ∗ for the adjoint linear map. If V (resp. W ) is equipped
with a scalar product p (resp. q), we write θ†pq : W → V for the adjoint
linear map of T with respect to these Euclidean structures. When the
choices of p and q are clear from the context, we simply write θ† for
θ†pq. The null space of θ is denoted by ker θ.

The space of all symmetric bilinear forms on V is denoted by Q(V ).
The space of non-negative (resp. positive definite) forms is denoted

bilinear form on a space of functions is a function with two variables. To avoid
confusions, we will only use the word kernel with the latter meaning and speak of
the null space of a linear map.
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by Q+(V ) (resp. Q++(V )). If q is a symmetric bilinear form on W ,
then θ⋆q stands for the pull-back of q under θ, that is, the bilinear form
(v, w) 7→ q(Tv, Tw) on V . Thus, θ∗ and θ⋆ are both pull-back maps,
but they don’t act on the same spaces. Unfortunately, at some point,
we will need to write (θ∗)⋆.

If U is a totally discontinuous locally compact topological space, we
say that a function φ on U is smooth if it is locally constant. The space
of all compactly supported smooth functions on U will be denoted by
D(U). A distribution on U is a linear functional on this space. The
space of all distributions on U is therefore the algebraic dual space of
D(U). We denote it by D∗(U). This notion of a distribution and its use
in the representation theory of groups acting on totally discontinuous
spaces can be traced back to [11].

If φ is in D(U) and T is in D∗(U), we write ⟨T, φ⟩ for the evaluation
of T on φ. We write φT for the distribution ψ 7→ ⟨T, φψ⟩.

If U is compact, we set D(U) = D(U)/R to be the quotient of the
space of smooth functions by the line of constant functions. Its dual
space can be identified with the space of distributions which kill the
function 1. It is denoted by D∗0(U).

If V is another totally discontinuous locally compact topological
space, for φ in D(U) and ψ in D(V ), we write φ ⊗ ψ for the func-
tion (u, v) 7→ φ(u)ψ(v) on U × V , which belongs to D(U × V ). This
identifies D(U × V ) with the algebraic tensor product D(U) ⊗ D(V ).
In particular, if ρ is a distribution in D∗(U) and θ is a distribution in
D∗(V ), we define a distribution ρ⊗ θ in D∗(U × V ) by setting

⟨ρ⊗ θ, φ⊗ ψ⟩ = ⟨ρ, φ⟩⟨θ, ψ⟩, φ ∈ D(U), ψ ∈ D(V ).

The characteristic function of a subset V in a set U is denoted by
1UV or more simply by 1V when there is no ambiguity.

Let Γ be a group acting on a set X and S ⊂ X be a system of
representatives of the elements of Γ\X. If φ is a Γ-invariant function
on X which is summable on S, we write

∑
x∈Γ\X φ(x) for

∑
x∈S φ(x).

2. Tree lattices and additive kernels

2.1. Trees. In all the article, the letter X will stand for a locally finite
tree. We start by giving a precise definition of the version of this notion
that we will use.

We let X be countable set equipped with a symmetric relation ∼
such that for any x in X, the set of neighbours of x, that is, the set
S1(x) of y in X with x ∼ y, is finite (X is locally finite) and does
not contain x. We let d(x) denote its number of elements. To avoid
technicalities, we assume that d(x) ≥ 3 for any x in X.
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We assume that (X,∼) is connected, that is, for every x, y in X
there exists a sequence z0 = x, z1, . . . , zn = y of elements of X such
that zh−1 ∼ zh for 1 ≤ h ≤ n and zh−1 ̸= zh+1 for 1 ≤ h ≤ n− 1. Such
a sequence will be called a geodesic path from x to y. The integer n is
called the length of the path.

We assume that (X,∼) is simply connected, that is, for every x, y
in X there exists a unique geodesic path z0 = x, z1, . . . , zn = y from
x to y. The set {z0, . . . , zn} is called the geodesic segment between x
and y and is denoted by [xy]. The length of this path is called the
distance between x and y and denoted by d(x, y). For any n ≥ 0, we
write Sn(x) for the sphere with radius n and center x for this distance.

A sequence (xh)h≥0 of elements of X is called a geodesic ray if, for
all H ≥ 0, the sequence (xh)0≤h≤H is a geodesic path. The element x0
is called the origin of the geodesic ray.

Two geodesic rays (xh)h≥0 and (yh)h≥0 are said to be equivalent if
there exists a relative integer k ∈ Z with xh+k = yh for any large
enough h. This is an equivalence relation among geodesic rays and the
set of equivalence classes is called the boundary of X and is denoted
by ∂X. For any x in X and ξ in ∂X, there exists a unique geodesic
ray (xh)h≥0 with origin x in the equivalence class defined by ξ. Note
that the parametrization of the set {xh|h ≥ 0} which makes it into a
geodesic ray is unique. By abuse of notations, we shall identify the
geodesic ray (xh)h≥0 and the set {xh|h ≥ 0} and denote both of them
by [xξ). The elements ξ is called the endpoint of the ray [xξ).

Fix x in X. The set of geodesic rays with origin x embeds naturally
as a subset of the product set

∏
h≥0 S

h(x), which is closed for the
product topology of the discrete topologies on the spheres. We equip
this set with the induced topology which is compact. The image of this
topology on ∂X does not depend on x. We shall henceforward equip
∂X with this topology. It is compact and totally discontinuous.

Let ∂2X denote the set of pairs of different points in ∂X.
A sequence (xh)h∈Z of elements of X is called a parametrized geodesic

line if, for all H ≥ 0, the sequence (xh)|h|≤H is a geodesic path. Let S
be the set of all parametrized geodesic lines of X.

Let s = (xh)h∈Z be in S . The point x0 is called the base point of s
and denoted by π(s). The sequence (xh+1)h∈Z (resp. (x−h)h∈Z) is again
a parametrized geodesic line. It is denoted by Ts (resp. ιs). The maps
T : S → S and ι : S → S are called the time shift and the time
reversal.
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If s = (xh)h∈Z is in S , the endpoints ξ and η of the geodesic rays
(x−h)h≥0 and (xh)h≥0 are different. They are respectively called the
origin and endpoint of s and denoted by s− and s+.

Conversely, given ξ ̸= η in ∂2X, there exists a parametrized geodesic
line (xh)h∈Z with origin ξ and endpoint η. The set {xh|h ∈ Z} only
depends on ξ and η and is denoted by (ξη). It is called the geodesic
line between ξ and η. The parametrizations of this geodesic line are
unique up to time shift and time reversal.

The map S → X×∂2X, s 7→ (π(s), s−, s+) is injective and its range
is a closed subset of X × ∂2X (where X is equipped with the discrete
topology). We equip S with the topology induced by this injection.
This makes S a locally compact totally discontinuous space and the
maps T and ι homeomorphisms of S .

An automorphism of X is a map g : X → X such that, for any x, y in
X, one has gx ∼ gy if and only if x ∼ y. A group Γ of automorphisms
of X is said to be discrete if it acts properly on X. It is said to be
cofinite if the quotient Γ\X is finite. A cofinite lattice of X is a discrete
cofinite group of automorphisms of X. In the sequel we fix a cofinite
lattice Γ.

Below are two examples of such a tree lattice that the reader may
keep in mind along the article.

Example 2.1. Let A be a finite set with at least three elements and set
d = |A| to be the cardinality of A. We assume that X is d-regular (that
is, d(x) = d for every x in X). We fix a map w : X1 → A from the set
X1 = {(x, y) ∈ X2|x ∼ y} of edges of X towards A which is symmetric
(that is, w(x, y) = w(y, x) for x ∼ y in X) and such that, for every x in
X, the map y 7→ w(x, y) is a bijection from the set S1(x) of neighbours
of x onto A. We then let Γ be the group of automorphisms of X which
preserve the map w. Then Γ is a cofinite lattice, which as an abstract
group is the free product of d copies of Z/2Z.

Example 2.2. Let A be a finite set with at least two elements. Set
d = 2|A| and let X be a d-regular tree. We now fix a map w : X1 →
A×{−1, 1} which is skew-symmetric (in the sense that, for every x ∼ y
in X, if w(x, y) = (a, ϵ), then w(y, x) = (a,−ϵ)) and again such that,
for every x in X, the map y 7→ w(x, y) is a bijection from the set S1(x)
of neighbours of x onto A × {−1, 1}. We then let Γ be the group of
automorphisms of X which preserve the map w. Then Γ is a cofinite
lattice, which as an abstract group is the free product of d copies of Z:
this is the classical construction of the tree of a free group.



ADDITIVE REPRESENTATIONS 15

More generally, trees appear naturallly as universal covers of finite
graphs and tree lattices as their fundamental groups. We refer the
reader to [2] for more on tree lattices.

2.2. Dynamical properties. The action of Γ on S is proper and the
space Γ\S is compact. Since the action of Γ on S commutes with
the maps T and ι, the latter induce homeomorphisms of the compact
space Γ\S . By abuse of notation, we still denote these maps by T
and ι. The map T may be seen as an analogue of the geodesic flow for
the quotient of X by Γ. In this Subsection, we prove that this geodesic
flow is topologically transitive. This property will be used in the sequel
to prove uniqueness of the solutions of certain functional equations.

Proposition 2.3. The map T admits dense orbits on Γ\S . Equiva-
lently, the group Γ admits dense orbits on ∂2X.

This rather standard result will follow from classical arguments of hy-
perbolic dynamical systems and hyperbolic geometry as in [13]. These
arguments will not be used elsewhere in the paper. Most of the steps
of the proof could be deduced from general properties of hyperbolic
groups as in [17]. As these properties are much easier to prove in our
particular case, we include a sketch of their proofs here.

We start with an easy consequence of the fact that Γ\X is finite.

Lemma 2.4. Let x, y, z be in X with x ∼ y. Then there exists g in Γ
with x /∈ [y(gz)].

Proof. Indeed, the set {t ∈ X|x /∈ [yt]} is unbounded whereas, as Γ\X
is finite, one has supt∈X

g∈Γ
d(t, gz) <∞. □

An automorphism g of X will be called hyperbolic if there exists a
geodesic line (ξη) such that g(ξη) = (ξη) and the restriction of g to
(ξη) is a non-trivial translation. More precisely, there exists k ̸= 0 such
that, if (xh)h∈Z is a parametrization of (ξη) with origin ξ and endpoint
η, one has gxh = xh+k, h ∈ Z. Up to reversing the roles of ξ and η,
one can assume k > 0. In that case, for every ζ ̸= ξ in ∂X, one has
gnζ −−−→

n→∞
η. In particular, the fixed points ξ and η of g and the positive

integer k are uniquely determined by g. They are respectively called
the repulsive fixed point, the attractive fixed point and the translation
length of g. The geodesic line (ξη) is called the axis of g.

Let us give an easy criterion for an automorphism to be hyperbolic.
This is a version of the closing Lemma from hyperbolic dynamics (see
[20]).
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Figure 1. Proof of Lemma 2.6

Lemma 2.5. Let x be in X and g be an automorphism of X. Assume
gx ̸= x. Let y be the neighbour of x on [x(gx)]. Then, if gy does not
belong to the segment [x(gx)], g is hyperbolic with translation length
k = d(x, gx) and x belongs to the axis of g.

Proof. Let x0 = x, x1 = y, . . . , xk = gx be the parametrization of
the segment [x(gx)]. For any h in Z ∖ [0, k], if h = ℓk + m, ℓ ∈ Z,
0 ≤ m ≤ k− 1, we set xh = gkxm. Then one easily checks that (xh)h∈Z
is a parametrized geodesic line and that gxh = xh+k, h ∈ Z. Thus, g is
hyperbolic and we are done. □

From this, we deduce that Γ contains hyperbolic elements.

Lemma 2.6. The group Γ contains hyperbolic elements. More pre-
cisely, the set of attractive fixed points of hyperbolic elements of Γ is
dense in ∂X.

Proof. Fix x ̸= y in X and let us build a hyperbolic element γ of Γ
whose attractive fixed point ξ is such that y ∈ [xξ).

By Lemma 2.4, we can find an element g in Γ with [xy] ⊂ [x(gx)].
We let z be the neighbour of x on [x(gx)]. Then, if gz does not belong
to [x(gx)], by Lemma 2.5, g is hyperbolic and x belongs to the axis of
g. In particular, as [xy] ⊂ [x(gx)], we can set γ = g.

If not, again by Lemma 2.4, we can find h in Γ with hx ̸= x and
[x(gx)] ∩ [x(hx)] = {x}. We let t be the neighbour of x on [x(hx)].

Assume ht /∈ [x(hx)]. Then, still by by Lemma 2.5, h is hyperbolic
and its attractive fixed point η satisfies [xη) ∩ [x(gx)] = {x}. As t is
the neighbour of x on [xη), gt is the neighbour of gx on [(gx)(gη)).
Since t ̸= z and gz is the neighbour of gx on [x(gx)], we have [xy] ⊂
[x(gx)] ⊂ [x(gη)) and we can set γ = ghg−1.
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Finally, if ht belongs to [x(hx)], we claim that gh−1 is hyperbolic.
Indeed, by construction the geodesic segment [(hx)(gx)] is equal to the
union [x(gx)] ∪ [x(hx)]. Now, the neighbour of hx on this segment
is ht and the one of gx is gz. Since by assumption, z ̸= t, we have
gt = (gh−1)ht ̸= gz, hence gt does not belong to [(hx)(gx)]. Thus,
again by Lemma 2.5, gh−1 is hyperbolic and its attractive fixed point ζ
satisfies [xy] ⊂ [(hx)(gx)] ⊂ [(hx)ζ), so that we can set γ = gh−1. □

We recall the definition of the Busemann cocycle: this is a a first
example of a smooth boundary cocycle, a notion which will play a key
role in this article.

Let x and y be in X and ξ be in ∂X. The set [xξ)∩ [yξ) is a geodesic
ray. The number d(x, z) − d(y, z) does not depend on z when z varies
in [xξ)∩ [yξ). We denote it by bξ(x, y). The map b : ∂X ×X ×X → R
is smooth and is invariant under all automorphisms of X. It satisfies
the cocycle relation:

bξ(x, z) = bξ(x, y) + bξ(y, z), x, y, z ∈ X, ξ ∈ ∂X.

For ξ in ∂X, we let Γξ be the stabilizer of ξ in Γ. Fix x in X. By
the cocycle property, the map g 7→ bξ(x, gx) is a homomorphism from
Γξ to Z which does not depend on x. We denote this homomorphism
by χξ.

Set Uξ = ∂X∖{ξ}. We fix x in X. We define a ultrametric distance
on Uξ by setting, for η ̸= ζ in Uξ, D

ξ
x(η, ζ) = ebξ(x,z) where z in X

is such that (ξη) ∩ (ξζ) = (ξz]. This is a proper distance, meaning
that the associated balls are compact. It defines the locally compact
topology of Uξ, viewed as a subset of ∂X.

For x, y in X, one has Dξ
x = ebξ(x,y)Dξ

y and for g in Γξ and η, ζ in

Uξ, one has Dξ
x(gη, gζ) = eχξ(g)Dξ

x(η, ζ). Thus, a fixed point argument
gives:

Lemma 2.7. Let ξ be in ∂X and g be in Γ with χξ(g) < 0. Then g is
hyperbolic and its repulsive fixed point is ξ.

Let Γ0
ξ be the kernel of χξ in Γξ.

Lemma 2.8. Let ξ be in ∂X. The action of the group Γ0
ξ on the locally

compact space Uξ = ∂X ∖ {ξ} is proper.

Proof. We need to prove that for any compact subset K of Uξ, the set
of g in Γ0

ξ with gK ∩K ̸= ∅ is finite.
For x in X, define Kξx as the set of those η in Uξ such that x belongs

to (ξη). These sets are the balls of the above introduced distances on
Uξ. In particular Kξx is a compact subset of Uξ and every compact
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subset of Uξ is contained in Kξx for some x. Thus, to check that the
action is proper, we can assume that K above is of the form Kξx.

Now, for x ̸= y in X with bξ(x, y) = 0, we have Kξx ∩ Kξy = ∅.
Therefore, we get

{g ∈ Γ0
ξ |gKξx ∩Kξx ̸= ∅} = {g ∈ Γ0

ξ |gx = x},

and the latter is finite by assumption. □

The group Γξ can not be too large:

Lemma 2.9. Let ξ be in ∂X. If χξ ̸= 0 on Γξ, then Γξ fixes a point in
Uξ. In particular, we always have Γξ ̸= Γ.

Proof. Assume χξ = 0. Then, for every x in X, we have

Γξx ⊂ {y ∈ X|bξ(x, y) = 0},

hence Γξ ̸= Γ by Lemma 2.4.
Assume χξ ̸= 0, that is, χξ(Γξ) is a non trivial subgroup of Z. Let

g be in Γξ such that χξ(g) < 0 and χξ(Γξ) = χξ(g)Z. By Lemma 2.7,
the automorphism g is hyperbolic with repulsive fixed point ξ. Let
η ∈ Uξ be its attractive fixed point. We claim that η is fixed by Γξ.
Indeed, as by Lemma 2.8, the action of Γ0

ξ on Uξ is proper, there exists

a neighborhood V of η in Uξ such that V ∩ Γ0
ξη = {η}. As η is the

attractive fixed point of g, for every ζ in Uξ, there exists n ≥ 0 with
gnζ ∈ V . Since Γ0

ξ is normal in Γξ and gη = η, we have gΓ0
ξη = Γ0

ξη.

Thus, we get Γ0
ξη = {η}. By assumption, we have Γξ = gZΓ0

ξ and
therefore η is a fixed point of Γξ. In particular, for x in (ξη), we have
Γξx ⊂ (ξη), hence again Γξ ̸= Γ by Lemma 2.4. □

The action of Γ on ∂X is minimal.

Lemma 2.10. Let ξ be in ∂X. Then Γξ is dense in ∂X.

Proof. Let g be a hyperbolic element of Γ with attractive fixed point ζ
and repulsive fixed point η. If ξ ̸= η, we have gnξ −−−→

n→∞
ζ. If ξ = η, by

Lemma 2.9, we have Γξ ̸= Γ, that is, we can find h in Γ with hξ ̸= ξ.
Then, gnhξ −−−→

n→∞
ζ. In both cases, ζ belongs to the closure of Γξ,

hence Γξ is dense by Lemma 2.6. □

We can now finish the proof of Proposition 2.3. This relies on the
classical shadowing argument from hyperbolic dynamics (see [20]).

Proof of Proposition 2.3. First, the two statements in the Proposition
are equivalent. Indeed, for s in S , saying that the image of s in Γ\S
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Figure 2. Proof of Proposition 2.3

has dense orbit under T is saying that s has dense orbit under the
(Γ × Z)-action on S defined by

(γ, n) · s = γ(T ns) = T n(γs), γ ∈ Γ, n ∈ Z, s ∈ S .

Now, the surjective map S → ∂2X, s 7→ (s−, s+) identifies ∂2X with
the quotient of S by the T Z-action, so that saying that s has dense
(Γ × Z)-orbit in S is saying that (s−, s+) has dense Γ-orbit in ∂2X.

We will now show that the action of Γ on ∂2X admits dense orbits.
As ∂2X is a locally compact topological space with a countable basis,
it suffices to prove that, for every non empty open subsets U and V of
∂2X, there exists γ in Γ with γU ∩ V ̸= ∅ (existence of a dense set of
points with dense orbits then follows from a Baire category argument).

Now, one can assume that U (resp. V ) is of the form U−×U+ (resp.
V − × V +) where U−, U+, V − and V + are non empty open subsets of
∂X and U− ∩ U+ = V − ∩ V + = ∅. We fix a hyperbolic element g in
Γ (which exists by Lemma 2.6). Let g− be the repulsive fixed point of
g and g+ be its attractive fixed point. By Lemma 2.10, there exists γ
in Γ with γg+ ∈ V +. Thus, up to replacing V by its image by γ−1, we
can assume that g+ belongs to V +. In the same way, we can assume
that g− belongs to U−. Now, we fix ξ in U+ and η in V −. We can
find an integer n ≥ 0 such that one has gnξ ∈ V + and g−nη ∈ U−. In
particular, we have (g−nη, ξ) ∈ U− × U+ whereas (η, gnξ) ∈ V − × V +,
hence gnU ∩ V ̸= ∅ and the result follows. □
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2.3. Boundary cocycles. We now introduce smooth boundary cocy-
cles: they are generalizations of the Busemann cocycle. Recall that,
given a locally compact topological space U , we let D(U) denote the
space of smooth functions with compact support on U . We will freely
identify functions in D(Γ\S ) with Γ-invariant smooth functions on S .

Two smooth functions f and g in D(Γ\S ) are said to be cohomologu-
ous if there exists some smooth function h such that f − g = h ◦T −h.
Note that in particular, f is cohomologuous with f ◦T . By Proposition
2.3, the smooth function h such that f − g = h ◦ T − h is unique up to
the addition of a constant. A smooth function f is said to be even if f
is cohomologuous to f ◦ ι.

By a smooth boundary cocycle, we shall mean a set-theoretic cocycle
X × X → D(∂X). More precisely, such a cocycle B is a map ∂X ×
X ×X → R, (ξ, x, y) 7→ Bξ(x, y) such that, for any ξ in ∂X and x, y, z
in X,

Bξ(x, z) = Bξ(x, y) +Bξ(y, z)

and that, for any x, y in X, the function ξ 7→ Bξ(x, y) is locally constant
on ∂X. The group of automorphisms of X acts in a natural way on
the space of smooth boundary cocycles and in the sequel, we shall only
consider Γ-invariant smooth boundary cocyles, that is, we require that
for any γ in Γ, ξ in ∂X and x, y in X,

Bγξ(γx, γy) = Bξ(x, y).

Two Γ-invariant smooth boundary cocycles B and C are said to be
cohomologuous if there exists a Γ-invariant smooth function F on X×
∂X such that, for any ξ in ∂X and x, y in X,

Bξ(x, y) − Cξ(x, y) = F (x, ξ) − F (y, ξ).

Example 2.11. The Busemann cocycle is a smooth boundary cocycle
which is invariant under all automorphisms of X.

There is a general philosophy, coming from [27], that under some
regularity assumptions, there is a bijection between cohomology classes
of functions on Γ\S and cohomology classes of Γ-invariant boundary
cocycles on X. We shall make it explicit in the case of smooth objects
(see [10] for the case of Hölder continuous objects).

To begin with, let us give an alternate definition of a smooth bound-
ary cocycle. This is a kind of generalization of the construction of the
Busemann cocycle.

Lemma 2.12. For any smooth function f on X × ∂X, there exists a
unique smooth boundary cocycle B such that, for any x in X and ξ in
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∂X, if x1 is the unique neighbour of x on [xξ), we have

Bξ(x, x1) = f(x, ξ).

Proof. Let x and y be in X, ξ be in ∂X and z be a point in [xξ)∩ [yξ).
We denote by x0 = x, x1, . . . , xn = z the geodesic path from x to z and
by y0 = y, y1, . . . , yp = z the geodesic path from y to z. The number

n−1∑
h=0

f(xh, ξ) −
p−1∑
h=0

f(yh, ξ)

does not depend on z. We denote it by Bξ(x, y). One easily checks
that B is then the unique smooth boundary cocycle satisfying the re-
quirements of the lemma. □

Let us now focus on Γ-invariant objects. Consider f in D(Γ\S )
and a Γ-invariant smooth boundary cocycle B. We shall say that f is
a potential for B if f is cohomologuous to the smooth function s 7→
Bs+(π(s), π(Ts)).

Proposition 2.13. The map which sends a Γ-invariant smooth bound-
ary cocycle to the set of its potentials induces a bijection between the
set of cohomology classes of Γ-invariant smooth boundary cocycles and
the set of cohomology classes of smooth functions on Γ\S .

Before proving Proposition 2.13, let us give a lemma which will allow
us to get surjectivity of the involved map between cohomology classes.

There exists a natural surjective map S → X×∂X, namely the map
s 7→ (π(s), s+). For f in D(Γ\S ), if f factors through a smooth func-
tion onX×∂X, then by Lemma 2.12 we can associate to it a Γ-invariant
smooth boundary cocycle. To extend this to any f in D(Γ\S ), let us
describe more precisely the fibers of the map S → X × ∂X.

For s in S , define Ms as the set of those t in S such that π(s) = π(t)
and s+ = t+. This is a compact subset of S and we have TMs ⊂MTs.
We say that a function f in D(Γ\S ) is M -invariant if for any s in S ,
for any t in Ms, we have f(s) = f(t).

From the dynamical point of view, Ms plays the role of a local stable
leaf for s. Thus, we get

Lemma 2.14. Let f be in D(Γ\S ). There exists k ≥ 0 such that
f ◦ T k is M-invariant.

Proof. Heuristically, Ms being a piece of the stable leaf of s with respect
to the transformation T , if t belongs to Ms, the points T kΓs and T kΓt
must get closer and closer in Γ\S . The conclusion follows since f is
locally constant. Let us make this argument more precise.
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For k in N and s in S , set Mk
s = T kMT−ks. One has

⋂
k≥0M

k
s = {s}.

We let D be the diagonal in (Γ\S )2 and Dk ⊂ (Γ\S )2 be the image
of the set {(s, t) ∈ S |t ∈Mk

s } under the natural map S 2 → (Γ\S )2.
We claim that we have

⋂
k≥0D

k = D in Γ\S . Indeed, let s and t

be in S and assume that, for every k ≥ 0, one has (Γs,Γt) ∈ Dk. We
need to prove that s belongs to Γt. By assumption, for every k ≥ 0,
there exists γk in Γ with γkt ∈ Mk

s . We can assume that γ0 = e the
identity element. Then, let x = π(s) = π(t) and ξ = s+ = t+ be the
common base point and the common endpoint of s and t. For any
k ≥ 0, as γkt belongs to Mk

s ⊂Ms, we also have

γkx = π(γkt) = π(s) = x and γkξ = (γkt)+ = s+ = ξ.

Thus, γk belongs to the group Γ0
ξ defined in Subsection 2.2. Let η = s−

and ζ = t− be the origins of s and t. By Lemma 2.8, the action of Γ0
ξ

on Uξ = ∂X∖{ξ} is proper, hence Γ0
ξζ is a closed subset of Uξ. As, for

every k ≥ 0, γkt belongs to Mk
s , we have γkζ −−−→

k→∞
η. Therefore, there

exists k ≥ 0 with γkζ = η. As γkx = x and γkξ = ξ, we get γkt = s
and we are done.

Now, let (Ui) be an open cover of Γ\S such that f is constant on
each of the Ui. The set U =

⋃
i Ui×Ui is open in (Γ\S )2 and contains

D. By compactness, there exists k ≥ 0 with Dk ⊂ U .
Let s be in S and t be in Ms, and let s and t be their images in

Γ\S . By definition we have (T ks, T kt) ∈ Dk, hence (T ks, T kt) ∈ U .
Now, from the definition of U , we get f(T ks) = f(T kt), which should
be proved. □

To prove injectivity of the map between cohomology classes, we will
need

Lemma 2.15. Let f be an M-invariant function in D(Γ\S ). If f is
cohomologuous to 0, then any function h in D(Γ\S ) such that f =
h− h ◦ T is M-invariant.

Proof. Let us first construct an M -invariant function h with f = h −
h ◦ T . Let h1 be in D(Γ\S ) with f = h1 − h1 ◦ T . By Lemma 2.14,
there exists k ≥ 0 such that h2 = h1 ◦ T k is M -invariant. We have

f − h2 + h2 ◦ T = f − f ◦ T k =
k−1∑
j=0

f ◦ T j −
k−1∑
j=0

f ◦ T j+1

and we can set h = h2 +
∑k−1

j=0 f ◦ T j.
Now, by Proposition 2.3, if h′ is any other smooth function with

f = h′−h′◦T , then h−h′ is constant, hence h′ also is M -invariant. □
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Proof of Proposition 2.13. By Lemmas 2.12 and 2.14, every smooth
function on Γ\S is the potential of some Γ-invariant boundary cocycle.
To conclude the proof it only remains to prove that such a cocycle B
is cohomologuous to 0 if and only if its potentials are cohomologuous
to 0.

Assume first that B is cohomologuous to 0. Then there exists a
smooth Γ-invariant function h on X × ∂X such that, for any x, y in X
and ξ in ∂X, we have

Bξ(x, y) = h(x, ξ) − h(y, ξ).

For s in S , we get

Bs+(π(s), π(Ts)) = h(π(s), s+) − h(π(Ts), s+),

hence the potentials of B are cohomologuous to 0.
Conversely, assume that the potentials of B are cohomologuous to

0. By Lemma 2.15, there exists a Γ-invariant smooth function h on
X × ∂X such that, for any x in X and ξ in ∂X,

Bξ(x, x1) = h(x, ξ) − h(x1, ξ),

where x1 is the unique neighbour of x on [xξ). By the uniqueness part
in Lemma 2.12, we get that B is a coboundary. □

2.4. Additive kernels. Still following the main lines of [27], one can
associate to a cohomology class on Γ\S a family of smooth functions
on ∂2X. In case the cohomology class is even, the associated functions
on ∂2X are symmetric. This fact will be crucial later when using these
functions to define symmetric bilinear forms.

Proposition 2.16. Let B be a Γ-invariant smooth boundary cocycle.
Assume that the potentials of B are even. Then, there exists a smooth
Γ-invariant function Ω on X × ∂2X such that, for any x in X, the
function (ξ, η) 7→ Ωx(ξ, η) is symmetric and that, for any x, y in X
and (ξ, η) in ∂2X, one has

(2.1) Ωx(ξ, η) − Ωy(ξ, η) =
1

2
(Bξ(x, y) +Bη(x, y)).

The function Ω is unique up to a constant.

Definition 2.17. Such a map Ω will be called an additive kernel as-
sociated to B. More generally, we will speak of the additive kernels
associated to cocycles which are cohomologuous to B as the additive
kernels associated to the cohomology class of B.
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Example 2.18. When B = b, the Busemann cocycle, let ω be the Gro-
mov product, that is, for any x in X and (ξ, η) in ∂X, ωx(ξ, η) is
the distance from x to the geodesic line (ξη). Then ω satisifies the
conclusions of the Proposition.

Proof. Let us first define Ωx(ξ, η) when x belongs to the geodesic line
(ξη). We let f be the smooth function s 7→ Bs+(π(s), π(Ts)) on Γ\S .
By assumption, the functions f and f ◦ ι are cohomologuous. Hence,
the functions f and f ◦ ιT are cohomologuous. We chose a smooth
function h such that

f − f ◦ ιT = h− h ◦ T.
We claim that h is then invariant under ι, that is, h ◦ ι = h. Indeed,
we have

h ◦ ι− h ◦ ιT = (h− h ◦ T−1) ◦ ι = (h ◦ T − h) ◦ T−1ι
= (f ◦ ιT − f) ◦ T−1ι = f − f ◦ ιT = h− h ◦ T.

By Proposition 2.3, h− h ◦ ι is a constant function. Let c be its value.
As ι2 is the identity map, we have h = h ◦ ι+ c = h+ 2c, hence c = 0,
and h is ι-invariant.

If (ξ, η) is in ∂2X and if x belongs to the geodesic line (ξη), we set

Ωx(ξ, η) =
1

2
h(s),

where s is the unique parametrized geodesic line such that s− = ξ,
s+ = η and π(s) = x. As h is ι-invariant, we have Ωx(ξ, η) = Ωx(η, ξ).

Let us check that (2.1) holds on (ξη). We let y be the unique neigh-
bour of x on [xη). By definition we have, on one hand,

Ωy(ξ, η) =
1

2
h(Ts)

and, on the other hand,

Bη(x, y) = f(s) and Bξ(x, y) = −Bξ(y, x) = −f(ιTs).

Hence (2.1) holds for any two neighbouring points x and y on (ξη). By
the cocycle identity, it holds for any two points.

Now, if x is any element in X, we set

Ωx(ξ, η) = Ωy(ξ, η) +
1

2
(Bξ(x, y) +Bη(x, y)),

where y is on the geodesic line (ξη). As (2.1) holds on (ξη), this does
not depend on y. One easily checks that (2.1) holds everywhere.

Uniqueness follows from the fact that Γ has a dense orbit on ∂2X
(see Proposition 2.3). □
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The additive kernels determine the cocycle.

Lemma 2.19. Let B be an even smooth Γ-invariant boundary cocycle.
Assume the cohomology class of B admits 0 as an additive kernel. Then
B is cohomologuous to 0.

Proof. Indeed, up to replacing B by a cohomologuous cocycle, one can
assume that, for any x, y in X and ξ ̸= η in ∂X, one has Bξ(x, y) +
Bη(x, y) = 0. Let ξ, η, ζ be three different points in ∂X, which exist due
to our assumptions on X. We get Bξ(x, y) = −Bη(x, y) = Bζ(x, y) =
−Bξ(x, y), hence Bξ(x, y) = 0 and we are done. □

Let still ω be the Gromov product, as in Example 2.18. To prove
that certain formulae make sense, we shall use

Lemma 2.20. Let Ω be an additive kernel associated to a Γ-invariant
smooth even boundary cocycle B. Then there exists C ≥ 0 such that,
for any x in X and ξ ̸= η in ∂X, one has

|Ωx(ξ, η)| ≤ C(1 + ωx(ξ, η)).

Proof. The Γ-invariant function h : s 7→ Ωπ(s)(s−, s+) on S is smooth.
As Γ\S is compact, it is bounded. In the same way, the smooth Γ-
invariant function f : s 7→ Bs+(π(s), π(Ts)) on S is bounded. We
chose C ≥ 0 with C ≥ max(∥f∥∞ , ∥h∥∞) and the result follows by the
defining properties of Ω. □

2.5. Normalized smooth functions. We will give a formula for the
function Ω in a particular case that will play an important role in the
article.

For any k ≥ 1, we denote by Xk the set

Xk = {(x, y) ∈ X2|d(x, y) = k}.
Note that, for k = 1, the set X1 is the set of oriented edges of X.

Given a Γ-invariant symmetric function w on Xk, we can define an
even smooth function f on Γ\S by setting, for s = (xh)h∈Z in S ,

f(s) = w(x0, xk).

We then say that f is a normalized even function.

Lemma 2.21. Any smooth even function on Γ\S is cohomologuous
to a normalized even function.

Proof. By Lemma 2.14, we can assume that f is M -invariant. Again,
by Lemma 2.14, applied to the function f ◦ ι, there exists k ≥ 0 such
that, for any s = (xh)h∈Z and t = (yh)h∈Z in S , if xh = yh for any
h ≥ k, then f(s) = f(t). In other words, there exists a Γ-invariant
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function v on Xk, such that, for any s = (xh)h∈Z, f(s) = v(x0, xk).
This gives also, f(ιT ks) = v(xk, x0), hence

1

2
(f(s) + f(ιT ks)) =

1

2
(v(x0, xk) + v(xk, x0)).

Now, f being even, it is cohomologuous to 1
2
(f + f ◦ ιT k) and we are

done. □

For normalized functions, we have an explicit formula for the asso-
ciated additive kernel.

Proposition 2.22. Let w be a Γ-invariant symmetric function on Xk

for some k ≥ 1. Let f be the associated normalized smooth even func-
tion on Γ\S and B be the smooth Γ-invariant boundary cocycle defined
as in Lemma 2.12. Then, let us give a formula for the function Ω from
Proposition 2.16. For x in X and (ξ, η) in ∂2X, we let (yi)i≥0 and
(zi)i≥0 denote the geodesic rays [xξ) and [xη). Let j = ωx(ξ, η) be the
distance from x to the geodesic line (ξη) so that y0 = z0, . . . , yj = zj
but yj+1 ̸= zj+1. Then one can set

Ωx(ξ, η) =
1

2

j−1∑
h=0

(w(yh, yh+k) + w(zh, zh+k)) −
1

2

k−1∑
h=1

w(yj+h, zj+k−h).

The proof is straightforward.

Definition 2.23. If w is a Γ-invariant symmetric function on Xk for
some k ≥ 1, we say that the additive kernels Ω associated to the
cohomology class of the normalized function

s = (xh)h∈Z 7→ w(x0, xk)

on S are the additive kernels associated to w.

3. Normalized kernels and bilinear forms

In this section, we will associate to every bounded symmetric func-
tion w on Xk, k ≥ 1, a bounded symmetric bilinear form on a certain
Hilbert space Hω

0 . The definition of this bilinear form will then be
related to the formula in Proposition 2.22.

Recall that, for k ≥ 1, Xk stands for the set of pairs (a, b) in X2

with d(a, b) = k. We equip the countable set Xk with its counting
measure and, for 1 ≤ p < ∞, we let ℓp(Xk) denote the associated
space of p-integrable functions, equipped with its natural norm. In
other words, a function θ : Xk → R is in ℓp(Xk) if and only if one has∑

a,b∈X
d(a,b)=k

|θ(a, b)|p <∞ and the latter number is then ∥θ∥pp.
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3.1. The Hilbert spaces Hω and Hω
0 . We start by building the space

Hω
0 . In case X is homogeneous (that is, for any x in X, its number

of neighbourgs d(x) is independent of x), the space Hω
0 is the skew-

symmetric special representation of the group of automorphisms of X
as built in [29] and described in [15].

We fix x in X which will play the role of an origin and we associate
to it a smooth function χx on X1 × ∂X as follows: for any a ∼ b in X
and ξ in ∂X, we set

χx(a, b, ξ) = 1 if [ab] ⊂ [xξ) and [xa] ∩ [bξ) = ∅.
χx(a, b, ξ) = −1 if [ab] ⊂ [xξ) and [xb] ∩ [aξ) = ∅.
χx(a, b, ξ) = 0 else.

In other words, χx(., ., ξ) may be seen as an oriented characteristic
function of the geodesic ray [xξ). In particular, note that χx(a, b, ξ) is
skew-symmetric in (a, b).

Let us precisely describe how this map depends on x. From a direct
computation, we get

Lemma 3.1. For any x, y and a ∼ b in X, the function χx(a, b, .) −
χy(a, b, .) is constant on ∂X. Its value δxy(a, b) is given by

δxy(a, b) = 1 if [ab] ⊂ [xy] and [xa] ∩ [by] = ∅.
δxy(a, b) = −1 if [ab] ⊂ [xy] and [xb] ∩ [ay] = ∅.
δxy(a, b) = 0 else.

In particular, δxy is a finitely supported function on X1.

Now, here comes the key observation which will allow us to relate
the scalar product on a certain subspace of ℓ2(X1) to integral formulae
on the boundary. Recall that ω is the Gromov product of X, that is,
for any x in X and ξ ̸= η in ∂X, ωx(ξ, η) is the distance from x to
the geodesic line (ξη) (see Example 2.18). The proof of the following
is immediate.

Lemma 3.2. Fix x in X and ξ ̸= η in ∂X. Let y in X be such that
[xξ) ∩ [xη) = [xy]. Then, for a ∼ b in X, we have

χx(a, b, ξ)χx(a, b, η) = 1 if [ab] ⊂ [xy]

= 0 else.

In particular, the function (a, b) 7→ χx(a, b, ξ)χx(a, b, η) is finitely sup-
ported on X1 and we have∑

a∼b∈X

χx(a, b, ξ)χx(a, b, η) = 2ωx(ξ, η).
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Recall that, if U is a totally discontinuous compact topological space,
the space of distributions on U is denoted by D∗(U): this is the dual
space to the space D(U) of smooth functions on U . Also, D∗0(U) denotes
the space of distributions T on U such that ⟨T,1⟩ = 0, which we view
as the dual space to D(U) = D(U)/R.

As χx(a, b, ξ) depends smoothly on ξ, we can use it to define a linear
map from distributions to functions on X1. Fix x in X. If T is in
D(∂X), we let PxT be the skew-symmetric function on X1 such that,
for any a ∼ b in X,

PxT (a, b) = ⟨T, χx(a, b, .)⟩.
From Lemma 3.1 we immediately get

Lemma 3.3. For x, y in X, T in D∗(∂X) and a ∼ b in X, we have

PxT (a, b) − PyT (a, b) = δxy(a, b)⟨T,1⟩ and ⟨T,1⟩ =
∑
z∼x

PxT (x, z).

In particular PxT −PyT is a finitely supported function on X1 and, if
T is in D∗0(∂X), the function PxT = PT does not depend on x.

Remark 3.4. Since the map P on D∗0(∂X) does not depend on the
choice of x, it commutes with the natural action of the group of auto-
morphisms of X. This fact will be instrumental in our next construc-
tions.

We can describe the spaces PxD∗(∂X) and PD∗0(∂X).

Lemma 3.5. For any x in X, the map Px establishes a linear isomor-
phism between the space D∗(∂X) and the space of skew-symmetric func-
tions θ on X1 such that, for any a ̸= x in X, one has

∑
b∼a θ(a, b) = 0.

The map P establishes a linear isomorphism between the space
D∗0(∂X) and the space of skew-symmetric functions θ on X1 such that,
for any a in X, one has

∑
b∼a θ(a, b) = 0.

In the proof, we shall need the following notation which will also be
used later in the article. If x ̸= y are in X, we let Uxy be the closed
open subset in ∂X defined by

Uxy = {ξ ∈ ∂X|[xy] ∩ [yξ) = {y}}.
In the language of hyperbolic geometry, the set Uxy is the shadow of
y viewed from x (see for example [32]). By definition, for any x in X,
the open sets Uxy, y ∈ X ∖ {x}, generate the topology of ∂X. From
this, we get

Lemma 3.6. Fix x in X. Let φ be in D(∂X). There exists ℓ ≥ 1 and
a function f on Sℓ(x) such that φ =

∑
y∈Sℓ(x) f(y)1Uxy .
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Proof. By definition, for every ξ in ∂X, there exists y ̸= x such that
ξ ∈ Uxy and f is constant on Uxy. By compactness, there exists finitely
many y1, . . . , yn in X ∖ {x} such that, for 1 ≤ i ≤ n, f is constant
on Uxyi and these open subset cover ∂X. The result follows by taking
ℓ = max1≤i≤n d(x, yi). □

Proof of Lemma 3.5. Note that the second part of the Lemma follows
from the first and the formula for ⟨T,1⟩, T ∈ D∗(∂X), from Lemma
3.3.

Now, let us prove the first part. Let θ be a skew-symmetric function
on X1 such that, for any a ̸= x in X, one has

∑
b∼a θ(a, b) = 0 and let

us build T in D∗(∂X) with PxT = θ. For y in X, y ̸= x, we let y− be
the unique neighbour of y on [xy].

Pick φ and chose, as in Lemma 3.6, some ℓ ≥ 1 and a function f
on Sℓ(x) such that φ =

∑
y∈Sℓ(x) f(y)1Uxy . We claim that the number

uℓ =
∑

y∈Sℓ(x) f(y)θ(y−, y) does not depend on ℓ. Indeed, for any y in

Sℓ(x), we have

θ(y−, y) =
∑
z∼y
z ̸=y−

θ(y, z),

hence uℓ = uℓ+1. As this number clearly depends linearly on φ, we can
define a distribution T by setting ⟨T, φ⟩ = uℓ for ℓ large enough.

Let us check that we have θ = PxT . To this aim, we pick (a, b) in
X1. With no loss of generality, we can assume that we have d(x, b) =
ℓ ≥ 1 and a ∈ [xb]. Then, by construction, we have χx(a, b, .) = 1Uxb

,
hence PxT (a, b) = ⟨T,1Uxb

⟩ = θ(a, b) and the description of PxD∗(∂X)
follows. □

We can now use the map P to define a remarkable Hilbert space.
We let Hω denote the space of distributions ρ in D∗(∂X) such that, for
some x in X, the function Pxρ belongs to ℓ2(X1). By Lemma 3.3, this
condition does not depend on x. We equip it with the norm induced
by this embedding: the restriction of the norm to Hω

0 = D∗0(∂X) ∩Hω

is independent of x. As, by Lemma 3.5, PD∗(∂X) ∩ ℓ2(X1) is a closed
subspace of ℓ2(X1), the space Hω

0 is a Hilbert space.
Let ν be a Borel probability measure on ∂X. For any 1 ≤ p ≤ ∞,

we let Mp(ν) ⊂ D(∂X) denote the space of signed Borel measures on
∂X whose density is p-integrable with respect to ν. We write Mp

0(ν) =
Mp(ν) ∩ D∗0(∂X) for the set of those ρ in Mp(ν) with ρ(1) = 0.

Assume ν is atom-free, so that for any x in X, ωx is defined ν ⊗ ν-
almost everywhere. For p ≥ 1, we say that ω is ν-p-integrable if ωx is
ν ⊗ ν-p-integrable: this condition does not depend on the choice of x
since, for any x, y in X, one has |ωx − ωy| ≤ d(x, y).
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These properties are closely related to the structure of the space Hω

by the following Proposition which is a rather straightforward conse-
quence of Lemma 3.2:

Proposition 3.7. Let ν be an atom-free Borel probability measure on
∂X and x be in X. Then ω is ν-integrable if and only if ν belongs to
Hω. In this case, we have

∥Pxν∥22 = 2

∫
∂2X

ωxd(ν ⊗ ν).

In the same way, for 1 ≤ p < ∞ and 1 < p′ ≤ ∞ with 1
p

+ 1
p′

= 1,

if ω is ν-p-integrable then Mp′(ν) is contained in Hω. In this case, for
every ρ in Mp′(ν), we have

∥Pxρ∥22 = 2

∫
∂2X

ωxd(ρ⊗ ρ).

Proof. For y in X, y ̸= x, let y− denote the neighbour of y on [xy]. For
any symmetric function θ in ℓ1(X1), we have

(3.1)
∑
a∼b∈X

θ(a, b) = 2
∑

y∈X∖{x}

θ(y−, y).

For any k ≥ 0 the function ωkx = min(ωx, k) is smooth on ∂X × ∂X.
Let ρ be any element of D∗(∂X). By Lemma 3.2, we have

(3.2)
∑

y∈X∖{x}
d(x,y)≤k

Pxρ(y−, y)2 = ρ⊗ ρ(ωkx),

where ρ⊗ρ is the tensor square distribution of ρ when we use the natural
identification D(∂X×∂X) ≃ D(∂X)⊗D(∂X). By (3.1), the left hand-
side of (3.2) is increasing, with finite limit if and only if ρ belongs to Hω.
If ρ = ν is a Borel probability measure, by the Monotone Convergence
Theorem, the right hand-side is increasing with finite limit if and only
if ω is ν-integrable. The first part of the proposition follows by taking
the limit as k → ∞ in (3.2).

Assume now ω is ν-p-integrable and assume the ρ in (3.2) belongs to
Mp′(ν). Then the right hand-side of (3.2) converges to

∫
∂2X

ωxd(ρ ⊗
ρ). Hence the left hand-side has a finite limit, that is, Pxρ belongs
to ℓ2(X1). The computation of the norm follows by taking limits in
(3.2). □

3.2. Bilinear forms on Hω. We will now define symmetric bilinear
forms on Hω for which an analogue of Proposition 3.7 will be true,
where ω will be replaced by an additive kernel as in Proposition 2.22.
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Fix k ≥ 1. If θ is a function on X1, we define θ2,k as the func-
tion on Xk such that, for any a, b in X with d(a, b) = k, one has
θ2,k(a, b) = θ(a, a1)θ(b1, b), where a1 is the neighbour of a on [ab] and
b1 the neighbour of b on [ab]. Note that if θ is skew-symmetric, then
θ2,k is symmetric.

If k = 1, we have θ2,1 = θ2. In general, we easily get

Lemma 3.8. For any θ in ℓ2(X1), the function θ2,k belongs to ℓ1(Xk)

and we have ∥θ2,k∥1 ≤ (D − 1)k−1 ∥θ∥22, where D = supx∈X d(x).

Let w be a bounded symmetric function on Xk. We associate to
w the symmetric bilinear form Φw on ℓ2(X1) such that, for any θ in
ℓ2(X1),

(3.3) Φw(θ, θ) =
1

2

∑
(a,b)∈Xk

w(a, b)θ2,k(a, b).

By Lemma 3.8 above, this bilinear form is well-defined and bounded.
For any x in X and ξ ̸= η in ∂X, we also set, as in Proposition 2.22,

Ωw
x (ξ, η) =

1

2

j−1∑
h=0

(w(yh, yh+k) + w(zh, zh+k)) −
1

2

k−1∑
h=1

w(yj+h, zj+k−h),

where (yh)h≥0 and (zh)h≥0 are the geodesic rays [xξ) and [xη) and
j = ωx(ξ, η). Note that one has |Ωw

x | ≤ (ωx + (k − 1)) ∥w∥∞, so that
integrability properties for ω imply the same for Ωw.

We now have an analogue of Proposition 3.7 for the bilinear form
Φw.

Proposition 3.9. Fix k ≥ 1. Let w be a symmetric bounded function
on Xk and ν be an atom-free Borel probability on ∂X such that ω is
ν-integrable. Then, for any x in X, we have

Φw(Pxν,Pxν) =

∫
∂2X

Ωw
x d(ν ⊗ ν).

In the same way, for 1 ≤ p <∞ and 1 < p′ ≤ ∞ with 1
p

+ 1
p′

= 1, if

ω is ν-p-integrable then, for any x in X and ρ, θ in Mp′(ν), we have

Φw(Pxρ,Pxθ) =

∫
∂2X

Ωw
x d(ρ⊗ θ).

As for Proposition 3.7, the proof of Proposition 3.9 relies on an
elementary computation, which is a generalization of Lemma 3.2:

Lemma 3.10. Let k ≥ 1. Fix x in X and ξ ̸= η in ∂X. Let (yh)h≥0
and (zh)h≥0 be the geodesic rays [xξ) and [xη) and j = ωx(ξ, η). Then,
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if a, b are in X with d(a, b) = k and a1 and b1 are the neighbours of a
and b on [ab], we have

χx(a, a1, ξ)χx(b1, b, η) =

j−1∑
h=0

(1(b,a)=(yh,yh+k) + 1(a,b)=(zh,zh+k))

−
k−1∑
h=1

1(a,b)=(yj+h,zj+k−h).

The above formula has to be understood as an equality of numbers,
where the left hand side is either −1, 0 or 1.

Proof of Proposition 3.9. Again, this is a straightforward consequence
of Lemma 3.10. Let us be more precise.

We start by defining a truncated version of Ωw
x . Fix ℓ ≥ 0 and pick

ξ, η in ∂X. We let again (yh)h≥0 and (zh)h≥0 be the geodesic rays [xξ)
and [xη). Now, if ξ ̸= η and ωx(ξ, η) < ℓ, we set

Ωw,ℓ
x (ξ, η) =

1

2

∑
0≤h≤j−1
h+k≤ℓ

(w(yh, yh+k) + w(zh, zh+k))

− 1

2

∑
1≤h≤k−1
j+h≤ℓ

j+k−h≤ℓ

w(yj+h, zj+k−h).

Else, we just set

Ωw,ℓ
x (ξ, η) =

1

2

ℓ−k∑
h=0

w(yh, yh+k) +
1

2

ℓ−k∑
h=0

w(zh, zh+k).

Then, Ωw,ℓ
x is a smooth function on ∂X × ∂X and, by Lemma 3.10, for

any ρ in D∗(∂X), we have

(3.4)
1

2

∑
(a,b)∈Xk

d(x,a)≤ℓ
d(x,b)≤ℓ

(Pxρ)2,k(a, b) = (ρ⊗ ρ)(Ωw,ℓ
x ).

Now, on one hand, by definition, if ρ is in Hω, the left hand-side of
(3.4) goes to Φw(Pxρ,Pxρ) as ℓ→ ∞.

On the other hand, assume that ω is ν-integrable so that, by Propo-
sition 3.7, ν belongs to Hω. We have

∣∣Ωw,ℓ
x

∣∣ ≤ (ωx + (k − 1)) ∥w∥∞
and for any ξ ̸= η in ∂X, Ωw,ℓ

x (ξ, η) −−−→
ℓ→∞

Ωw
x (ξ, η). Hence, by the

Dominated Convergence Theorem, for ρ = ν, the right hand-side of
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(3.4) goes to 2
∫
∂2X

Ωw
x d(ν ⊗ ν) as ℓ → ∞ and the first part of the

Proposition follows.
The second part is proved in the same way. □

3.3. Bilinear forms on Hω
0 . We will now focus on the case where w

is Γ-invariant and prove that the restriction of Φw to Hω
0 only depends

on the cohomology class of the normalized smooth function associated
to w.

Proposition 3.11. Let f be a smooth even Γ-invariant function on
S , k ≥ 1 and w be a Γ-invariant symmetric function on Xk such that
the normalized smooth function associated to w is cohomologuous to
f . Then the symmetric bilinear form (ρ, θ) 7→ Φw(Pρ,Pθ) on Hω

0 is
Γ-invariant. This bilinear form only depends on the cohomology class
of f ; in particular it does not depend on the choices of k and w as soon
as f is cohomologuous to the normalized smooth function associated to
w.

Let Ω be an additive kernel associated to the cohomology class of f .
Then, for 1 ≤ p <∞ and 1 < p′ ≤ ∞ with 1

p
+ 1

p′
= 1, if ν is an atom-

free Borel probability measure on ∂X such that ω is ν-p-integrable, for

any x in X and ρ, θ in Mp′

0 (ν), we have

Φw(Pρ,Pθ) =

∫
∂2X

Ωxd(ρ⊗ θ).

Remark 3.12. Let ν be as above. It easy to check that the formula

in Proposition 3.11 defines a bilinear form on Mp′

0 (ν) which does not
depend on the choice of x nor of the one of Ω.

Indeed, pick a smooth boundary B cocycle as in (2.1). For any x, y

in X, we have, for ρ in Mp′

0 (ν),∫
∂X×∂X

(Ωx(ξ, η) − Ωy(ξ, η))dρ(ξ)dρ(η)

=

∫
∂X

Bξ(x, y)dρ(ξ)

∫
∂X

dρ(η) = 0

since ρ(1) = 0. In the same way, by the uniqueness statement in
Proposition 2.16, if f is cohomologuous to 0, Ω is of the form

(x, ξ, η) 7→ F (x, ξ) + F (y, η)

for some smooth function F on X × ∂X and
∫
∂X×∂X Ωxd(ρ ⊗ ρ) = 0

by the same argument.
Therefore, one way of proving the independence statement in Propo-

sition 3.11 would be to exhibit a Borel probability measure ν on ∂X
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such that M∞(ν) is dense in Hω, as will be done later in Corollary 7.3.
Here, we will chose an other more direct approach.

For normalized smooth even functions, we have a criterion for coho-
mology:

Lemma 3.13. Let k ≥ k′ ≥ 1 and w : Xk → R and w′ : Xk′ → R be Γ-
invariant symmetric functions. Then the smooth normalized functions
associated to w and w′ are cohomologuous if and only if there exists a
Γ-invariant skew-symmetric function v on Xk−1 such that, for any x, y
in X with d(x, y) = k, one has

(3.5) w(x, y) =
1

k − k′ + 1

k−k′∑
h=0

w′(xh, xh+k′) + v(x, yk−1) − v(x1, y),

where x0 = x, x1, . . . , xk = y is the geodesic path from x to y.

When k = 1, by convention, a skew-symmetric function on X0 is 0.
By abuse of language, when w and w′ are as above, we shall say that

they are cohomologuous and, when w is cohomologuous to 0, we shall
say that w is a coboundary.

Proof. First, one easily checks that the normalized smooth function
associated to the function defined by the right hand-side of (3.5) is
cohomologuous to the normalized smooth function defined by w′. This
gives the “if” part of the statement and reduces the proof of the “only
if”part to the case where k′ = k.

In other words, to conclude, we need to show that, if for some
Γ-invariant symmetric function w on Xk, the associated normalized
smooth function is cohomologuous to 0, then there exists a skew-
symmetric function v on Xk−1 such that, for any (x, y) in Xk, one
has w(x, y) = v(x, y1) − v(x1, y), where x1 and y1 are the neighbours
of x and y on [xy]. To do this, we will use the language of Subsection
2.3.

Indeed, by assumption, there exists a Γ-invariant smooth function h
on S such that, for any s = (xh)h∈Z, one has w(x0, xk) = h(s)−h(Ts).
Now, by Lemma 2.15, the function h is M -invariant, that is, it does
not depend on the coordinates (xh)h<0. In the same way, for any such
s, one has w(x0, x−k) = h(ιs) − h(Tιs), hence

w(xk, x0) = h(ιT ks) − h(TιT ks) = h(ιT ks) − h(ιT k−1s),

so that, again by Lemma 2.15, the function h ◦ ιT k−1 is M -invariant,
that is, h does not depend on the coordinates (xh)h≥k. In other words,
there exists a Γ-invariant function v on Xk−1 such that, for any s
as above, one has h(s) = v(x0, xk−1). We get, for any (x, y) in Xk,
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w(x, y) = v(x, y1) − v(x1, y), where x1 and y1 are the neighbours of x
and y on [xy] and it only remains to prove that one can chose v to be
skew-symmetric.

Let still x, y, x1, y1 be as above. We have

v(x, y1) − v(x1, y) = w(x, y) = w(y, x) = v(y, x1) − v(y1, x),

hence v(x, y1) + v(y1, x) = v(x1, y) + v(y, x1). In other words, the
Γ-invariant smooth function on S ,

s = (xh)h∈Z 7→ v(x0, xk−1) + v(xk−1, x0)

is T -invariant. By Proposition 2.3, this function is constant, that is,
there exists c such that, for any (x, y) in Xk−1, one has v(x, y) +
v(y, x) = c. The result follows by replacing v with v − c

2
. □

By using Lemma 3.13, we can split the proof of independence in
Proposition 3.11 into two cases.

Lemma 3.14. Let k ≥ 1 and w be a bounded symmetric function on
Xk. Assume that there exists a bounded skew-symmetric function v on
Xk−1 such that, for any (x, y) in Xk,

w(x, y) = v(x, y1) − v(x1, y),

where x1 and y1 are the neighbours of x and y on [xy]. Then the bilinear
form Φw is zero on the space PHω

0 .

Proof. By Lemma 3.5, we have to prove that, if θ is a skew-symmetric
function in ℓ2(X1) such that, for any x in X, one has

∑
y∼x θ(x, y) = 0,

then Φw(θ, θ) = 0.
Indeed, if k = 1, then v = 0 and there is nothing to prove. If k ≥ 2,

we have

Φw(θ, θ) =
∑
x∈X

∑
x1∼x

∑
d(y1,x)=k−1
x1∈[xy1]

∑
y∼y1
y/∈[xy1]

θ(x, x1)θ(y1, y)v(x, y1).

Now, if x and y1 are as under the sum, we have∑
y∼y1
y/∈[xy1]

θ(y1, y) = θ(y, y2),

where y2 is the neighbour of y1 on [xy1]. Thus, we get

Φw(θ, θ) = −
∑

(a,b)∈Xk−1

θ2,k−1(a, b)v(a, b),

where θ2,k−1 is the same as in Subsection 3.2. As θ2,k−1 is symmetric
and v is skew-symmetric, the latter sum is zero and we are done. □
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Lemma 3.15. Let k ≥ k′ ≥ 1 and w and w′ be bounded symmetric
functions on Xk and Xk′. Assume that, for any (x, y) in Xk,

w(x, y) =
1

k − k′ + 1

k−k′∑
h=0

w′(xh, xh+k′),

where x0 = x, x1, . . . , xk = y is the geodesic path from x to y. Then the
bilinear forms Φw and Φw′ are equal to each other on the space PHω

0 .

Proof. Again, it suffices to prove that, if θ is a skew-symetric function
in ℓ2(X1) with

∑
y∼x θ(x, y) = 0 for any x in X, one has Φw(θ, θ) =

Φw′(θ, θ). For such a θ, we have

(3.6) 2Φw(θ, θ)

=
1

k − k′ + 1

k−k′∑
h=0

∑
(x,y)∈Xk′

∑
d(a,y)=h+k′

x∈[ay]

∑
d(b,x)=k−h
y∈[xb]

w′(x, y)θ(a, a−)θ(b−, b),

where, if a and b are as under the sum, a− and b− are the neighbours
of a and b in [ay] and [xb]. Now, for any x, y in X with x ∼ y, an easy
induction argument shows that, for h ≥ 0,∑

d(a,y)=h+1
x∈[ay]

θ(a, a−) = θ(x, y),

hence, for (x, y) in Xk′ and 0 ≤ h ≤ k − k′,∑
d(a,y)=h+k′

x∈[ay]

θ(a, a−)
∑

d(b,x)=k−h
y∈[xb]

θ(b−, b) = θ2,k′(x, y).

By (3.6), we get Φw(θ, θ) = Φ′w(θ, θ) as required. □

Proof of Proposition 3.11 . The fact that the definition of the bilinear
form is independent on w follows from Lemmas 3.13, 3.14 and 3.15.

As the linear map P : Hω
0 → ℓ2(X1) and the quadratic maps θ 7→ θ2,k,

k ≥ 0, commute with the action of the group of automorphisms of X,
the bilinear form Φw is Γ-invariant on PHω

0 as soon as w is Γ-invariant.
Finally, the integral formula follows from the one in Proposition 3.9

and from Remark 3.12. □

In the sequel of the paper, we will study those Γ-invariant functions
w such that the associated symmetric bilinear form Φw is non-negative
on Hω

0 . This will require us to introduce first several notions related
to non-negative bilinear forms on vector spaces associated with X.
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4. Bilinear forms on smooth functions

In this section, we build scalar products on spaces of smooth func-
tions. The topological dual spaces of these spaces with respect to these
scalar products will later turn out to be defined by additive kernels.

4.1. Quadratic type functions. Recall that D(∂X) = D(∂X)/R is
the quotient space of D(∂X) by the space of constant functions on ∂X.
We will give algebraic constructions of symmetric bilinear forms on the
space D(∂X).

Recall that, for any k ≥ 1, we let Xk stand for the set of (x, y) in
X2 with d(x, y) = k. We set

X∗ = {(x, y) ∈ X2|x ̸= y}.
A function φ : X∗ → R is said to be of quadratic type if it is symmetric
and if, for every (x, y) in X∗, we have

φ(x, y) =
∑
z∼y
z /∈[xy]

φ(x, z).

Recall also that, for (x, y) in X∗, we let Uxy be the closed open subset
of ∂X

Uxy = {ξ ∈ ∂X|[xy] ∩ [yξ) = {y}}.
Let p be a symmetric bilinear form on D(∂X). We associate to p a
symmetric function φp on X∗ by setting, for any (x, y) in X∗,

φp(x, y) = −p(1Uxy ,1Uyx).

We get the following characterization of quadratic type functions,
which will be used throughout the article:

Proposition 4.1. The map p 7→ φp is a linear isomorphism between
the space of symmetric bilinear forms on D(∂X) and the space of qua-
dratic type functions on X∗.

The proof of this result will follow from a truncated version of it
which we will now give. We first define quadratic type functions on
Xk, k ≥ 1.

Definition 4.2. Let k ≥ 1. If k = 1, a function φ : X1 → R is said to
be of quadratic type if it is symmetric. If k ≥ 2, a function φ : Xk → R
is said to be of quadratic type if it is symmetric and if the function

(4.1) φ− : (x, y) 7→
∑
z∼x
z/∈[xy]

φ(z, y), Xk−1 → R

is symmetric. The function φ− is called the reduction of φ.
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The reduction of a quadratic type function is of quadratic type.

Lemma 4.3. Let k ≥ 2 and φ be a quadratic type function on Xk.
Then φ− is of quadratic type and, for (x, y) in Xk, we have∑

z∼x
z/∈[xy]

φ(z, y) = φ−(x, y) =
∑
t∼y
t/∈[xy]

φ(x, t).

Proof. We first prove the formula. As both φ and φ− are symmetric,
by (4.1), we have, for (x, y) in Xk,

φ−(x, y) = φ−(y, x) =
∑
t∼y
t/∈[xy]

φ(t, x) =
∑
t∼y
t/∈[xy]

φ(x, t).

Now, about the first statement, if k = 2, there is nothing to prove. If
k ≥ 3, for (x, y) ∈ Xk−1, we have∑

z∼x
z/∈[xy]

φ−(z, y) =
∑
z∼x
z/∈[xy]

∑
t∼y
t/∈[xy]

φ(z, t),

which is clearly symmetric in (x, y). Thus, φ− is of quadratic type. □

In particular, any quadratic type function φ on Xk defines in a nat-
ural way a quadratic type function on all the Xh, 1 ≤ h ≤ k. By abuse
of notation, this function will be sometimes again denoted by φ.

4.2. Quadratic fields. We will now give an interpretation of this no-
tion in terms of symmetric bilinear forms on certain spaces.

If ℓ ≥ 0 is an integer, recall that, for any x in X, we denote by
Sℓ(x), the sphere with center x and radius ℓ in X, that is, the set of
y in X with d(x, y) = ℓ. We let V ℓ(x) denote the space of real-valued

functions on Sℓ(x) and V
ℓ
(x) = V ℓ(x)/R denote its quotient by the

line of constant functions.
If x and y are neighboring elements of X (that is, x ∼ y), we let

Sℓ(xy) denote the set

Sℓ(xy) = {z ∈ Sℓ(x)|y /∈ [xz]} ∪ {z ∈ Sℓ(y)|x /∈ [yz]}.
We let V ℓ(xy) denote the space of real-valued functions on Sℓ(xy) and

V
ℓ
(xy) = V ℓ(xy)/R denote its quotient by the line of constant func-

tions.
For any ℓ ≥ 0 and any x, y in X with x ∼ y, we define linear maps

Iℓxy :V ℓ(xy) → V ℓ+1(x)

J ℓxy :V ℓ(x) → V ℓ(xy)

as follows.
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If f is in V ℓ(xy), then Iℓxyf is the function on Sℓ+1(x) such that, for

any z in Sℓ+1(x), one has

Iℓxyf(z) = f(z) if y is on [xz] (and hence d(y, z) = ℓ).

Iℓxyf(z) = f(w) if y is not on [xz] and w is the neighbor of z on [xz].

If f is in V ℓ(x), then J ℓxyf is the function on Sℓ(xy) such that, for

any z in Sℓ(xy), one has

J ℓxyf(z) = f(z) if y is not on [xz] (and hence d(x, z) = ℓ).

J ℓxyf(z) = f(w) if y is on [xz] and w is the neighbor of z on [xz].

These maps are injections and they send constant functions to con-

stant functions. In particular, they induce linear injections V
ℓ
(xy) →

V
ℓ+1

(x) and V
ℓ
(x) → V

ℓ
(xy) which we still denote by Iℓxy and J ℓxy.

Finally, for any ℓ ≥ 0 and x in X, we let M ℓ
x : V ℓ(x) → V ℓ+1(x) be

the map that sends a function f in V ℓ(x) towards the function M ℓ
xf

such that, for any z in Sℓ+1(x),

M ℓ
xf(z) = f(w) where w is the neighbor of z on [xz].

In the same way, if x, y are in X and x ∼ y, we let M ℓ
xy : V ℓ(xy) →

V ℓ+1(xy) be the map that sends a function f in V ℓ(xy) towards the
function M ℓ

xf such that, for any z in Sℓ+1(xy),

M ℓ
xyf(z) = f(w) where w is the neighbor of z on [xz].

Again, we still denote by M ℓ
x and by M ℓ

xy the associated injections

V
ℓ
(x) → V

ℓ+1
(x) and V

ℓ
(xy) → V

ℓ+1
(xy).

An immediate computation gives

Lemma 4.4. For any ℓ ≥ 0 and x, y in X with x ∼ y, we have

IℓxyJ
ℓ
xy = M ℓ

x

J ℓ+1
xy Iℓxy = M ℓ

xy.

Let us describe how these maps allow to split the spaces into smaller
ones.

Proposition 4.5. For any ℓ ≥ 1 and x in X, the space V
ℓ
(x) is

spanned by the subspaces

Iℓ−1xy V
ℓ−1

(xy), y ∼ x.

For y, z in X with y ∼ x, z ∼ x and y ̸= z, we have

Iℓ−1xy V
ℓ−1

(xy) ∩ Iℓ−1xz V
ℓ−1

(xz) = M ℓ−1
x V

ℓ−1
(x).
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If ℓ ≥ 2, we have

V
ℓ
(x)/M ℓ−1

x V
ℓ−1

(x) =
⊕
y∼x

Iℓ−1xy V
ℓ−1

(xy)/M ℓ−1
x V

ℓ−1
(x).

Proposition 4.6. For any ℓ ≥ 1 and x, y in X with x ∼ y, the space

V
ℓ
(xy) is spanned by the subspaces

J ℓxyV
ℓ
(x) and J ℓyxV

ℓ
(y).

The intersection of these two subspaces is

J ℓxyV
ℓ
(x) ∩ J ℓyxV

ℓ
(y) = M ℓ−1

xy V
ℓ−1

(xy).

The proofs are immediate.
For k ≥ 1, we will now define the notion of a k-quadratic field. The

definition depends on the parity of k.

Definition 4.7. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1.
A k-quadratic field is a family (px)x∈X where, for any x in X, px is a

symmetric bilinear form on V
ℓ
(x), such that, for any x, y in X with

x ∼ y, we have

(Iℓ−1xy )⋆px = (Iℓ−1yx )⋆py.

This bilinear form on V
ℓ−1

(xy) is denoted by p−xy.

Definition 4.8. (k odd) Let k be an odd integer, k = 2ℓ+ 1, ℓ ≥ 0. A
k-quadratic field is a family (pxy)x∼y∈X where, for any x, y in X with

x ∼ y, pxy = pyx is a symmetric bilinear form on V
ℓ
(xy), such that, for

any x in X, the bilinear forms

(J ℓxy)
⋆pxy, y ∼ x,

are all equal to each other. This bilinear form on V
ℓ
(x) is denoted by

p−x .

From the combinatorial properties of the spaces of functions on
spheres, we have

Proposition 4.9. Let k ≥ 2 and let p be a k-quadratic field. Then p−

is a (k − 1)-quadratic field.

We call p− the reduction of p.

Proof. First assume k is even, k = 2ℓ, ℓ ≥ 1. For x in X and y with
y ∼ x, we need to prove that the bilinear form

(J ℓ−1xy )⋆p−xy
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does not depend on y. By definition, we have

p−xy = (Iℓ−1xy )⋆px,

hence

(J ℓ−1xy )⋆p−xy = (Iℓ−1xy J ℓ−1xy )⋆px.

Now, by Lemma 4.4,

Iℓ−1xy J ℓ−1xy = M ℓ−1
x

and the result follows.
Assume now k is odd, k = 2ℓ + 1, ℓ ≥ 1. For x, y in X with x ∼ y,

we need to prove that the bilinear forms

(Iℓ−1xy )⋆p−x and (Iℓ−1yx )⋆p−y

are equal to each other. Again, by definition, we have

p−x = (J ℓxy)
⋆pxy

hence

(Iℓ−1xy )⋆p−x = (J ℓxyI
ℓ−1
xy )⋆pxy.

Still by Lemma 4.4, we have

J ℓxyI
ℓ−1
xy = M ℓ−1

xy

and the result follows. □

Remark 4.10. If k = 1 the compatibility condition in the definition of
a 1-quadratic field is empty. In particular, such a field is simply the
data of the symmetric function (x, y) 7→ pxy(1x,1y) on X1. We shall
extend this correspondance to higher k.

4.3. Fields and quadratic type functions. Let k ≥ 1 and p be a
k-quadratic field. We will associate to p a symmetric function φp on
Xk as follows. Pick x, y in X and let z0 = x, z1, . . . , zk = y be the
geodesic path from x to y. If k is even, k = 2ℓ, ℓ ≥ 1, we set

φp(x, y) = −pzℓ(1x,1y).

If k is odd, k = 2ℓ+ 1, ℓ ≥ 0, we set

φp(x, y) = −pzℓzℓ+1
(1x,1y).

Proposition 4.11. Fix k ≥ 1. The map p 7→ φp is a linear isomor-
phism between the space of k-quadratic field and the one of quadratic
type functions on Xk.
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Remark 4.12. From Definition 4.7 and Definition 4.8, we see that the
interpretation of a quadratic type function as a field of quadratic forms
depends on the parity of k. When k is even, one has to take the point
of view of vertices, whereas when k is odd, one should take the point
of view of edges. From now on and until the end of the paper, we will
often need to split the proofs according to the parity of k.

We will prove Proposition 4.11 in several steps.

Lemma 4.13. For any k ≥ 1, if p is a k-quadratic field, then the
function φp is of quadratic type. If k ≥ 2, one has φp− = (φp)

−.

Proof. If k = 1, this has already been noticed in Remark 4.10.
Assume k ≥ 2. Recall that, by Proposition 4.9, p− is a (k − 1)-

quadratic field. Let us prove that, for any (x, y) in Xk−1, we have

(4.2) φp−(x, y) =
∑
z∼x
z/∈[x,y]

φp(z, y).

Let z0 = x, z1, . . . , zk−1 = y be the geodesic path from x to y.
If k is even, k = 2ℓ, ℓ ≥ 1, we have

−φp−(x, y) = p−zℓ−1zℓ
(1x,1y) = pzℓ−1

(Iℓ−1zℓ−1zℓ
1x, I

ℓ−1
zℓ−1zℓ

1y).

Now, by definition, we have

Iℓ−1zℓ−1zℓ
1y = 1y and Iℓ−1zℓ−1zℓ

1x =
∑
z∼x
z ̸=z1

1z

and the result follows.
In the same way, if k is odd, k = 2ℓ+ 1, ℓ ≥ 1, we have

−φp−(x, y) = p−zℓ(1x,1y) = pzℓzℓ−1
(J ℓzℓzℓ−1

1x, J
ℓ
zℓzℓ−1

1y).

Again, by definition, we have

J ℓzℓzℓ−1
1y = 1y and J ℓzℓzℓ−1

1x =
∑
z∼x
z ̸=z1

1z

and we are done.
In particular, as φp− is symmetric, φp is of quadratic type. By com-

paring (4.1) with (4.2), we get φp− = (φp)
−. □

We will now prove that the map p 7→ φp is injective. Recall that,
for any quadratic type function φ on Xk, we still denote by φ its nat-
ural extension to

⋃
1≤ℓ≤kXℓ. We get the following easy formula for

recovering p from φp.
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Lemma 4.14. Let k ≥ 1 and p be a k-quadratic field.
If k is even, k = 2ℓ, ℓ ≥ 1, for any x in X and z ̸= t in Sℓ(x), we

have

(4.3) px(1z,1t) = −φp(z, t).
If k is odd, k = 2ℓ+ 1, ℓ ≥ 0, for any x, y in X with x ∼ y and any

z ̸= t in Sℓ(xy), we have

(4.4) pxy(1z,1t) = −φp(z, t).

Proof. We prove this by induction on k. If k = 1, this is obvious.
Assume k ≥ 2 and the result is true for k − 1.
Assume k is even, k = 2ℓ, ℓ ≥ 1 and pick x in X and z ̸= t in Sℓ(x).

If x belongs to [zt], (4.3) follows from the definition of φp. Else, there
exists a neighbour y of x such that z and t belong to Sℓ−1(y). We then
get

1z = Iℓ−1xy (1z) and 1t = Iℓ−1xy (1t),

hence
px(1z,1t) = p−xy(1z,1t).

Now, by the induction assumption, the latter is equal to φp(z, t) and
we are done.

In the same way, if k is odd, k = 2ℓ + 1, ℓ ≥ 1, we pick x, y in X
with x ∼ y and z ̸= t in Sℓ(xy). If [xy] ⊂ [zt], again, we have (4.4) by
definition. Else, up to exchanging the roles of x and y, we can assume
z, t ∈ Sℓ(x), hence

1z = J ℓxy(1z) and 1t = J ℓxy(1t)

and
pxy(1z,1t) = p−x (1z,1t).

Again, the result now follows from the induction assumption. □

Surjectivity will follow from the following elementary

Lemma 4.15. Let A be a finite set. Let V be the space of real-valued
functions on A and V = V/R be its quotient by the space of constant
functions. Set A2 = {(a, b) ∈ A2|a ̸= b}. If p is a symmetric bilinear
form on V , let φp be the function on A2 defined by

φp(a, b) = −p(1a,1b), a ̸= b.

Then the map p 7→ φp is a linear isomorphism between the space of
symmetric bilinear form on V and the space of symmetric real-valued
functions on A2.

We are now ready to give the full



44 JEAN-FRANÇOIS QUINT

Proof of Proposition 4.11. Let k ≥ 1. By Lemma 4.13, the map p 7→ φp
sends k-quadratic fields to quadratic type functions on Xk. By Lemmas
4.14 and 4.15, this map is injective. It remains to prove that it is
surjective. Fix φ a quadratic type function on Xk and let us construct
p such that φ = φp.

If k is even, k = 2ℓ, ℓ ≥ 1, for any x in X, by Lemma 4.15, there

exists a unique symmetric bilinear form px on V
ℓ
(x) such that

px(1z,1w) = −φ(z, w), z ̸= w ∈ Sℓ(x).

Let us show that the family p = (px)x∈X is a k-quadratic field. We
claim that, for any x ∼ y in X, for any z ̸= t, in Sℓ−1(xy) we have

px(I
ℓ−1
xy 1z, I

ℓ−1
xy 1t) = −φ(z, t),

which, by Lemma 4.15, implies that (Iℓ−1xy )⋆px = (Iℓ−1yx )⋆py. Indeed, if z

and t are in Sℓ−1(y), we have

Iℓ−1xy (1z) = 1z and Iℓ−1xy (1t) = 1t,

hence by definition

px(I
ℓ−1
xy 1z, I

ℓ−1
xy 1t) = −φ(z, t).

If z is in Sℓ−1(x) and t is in Sℓ−1(y), we have

Iℓ−1xy (1z) =
∑
z′∼z
z′ /∈[xz]

1z′ and Iℓ−1xy (1t) = 1t,

hence

px(I
ℓ−1
xy 1z, I

ℓ−1
xy 1t) = −

∑
z′∼z
z′ /∈[xz]

φ(z′, t) = −φ(z, t).

Finally, if z and t are in Sℓ−1(x), we have

Iℓ−1xy (1z) =
∑
z′∼z
z′ /∈[xz]

1z′ and Iℓ−1xy (1t) =
∑
t′∼t
t′ /∈[xz]

1t′ ,

and again

px(I
ℓ−1
xy 1z, I

ℓ−1
xy 1z) = −

∑
z′∼z
z′ /∈[xz]

∑
t′∼t
t′ /∈[xz]

φ(z′, t′)

= −
∑
z′∼z
z′ /∈[xz]

φ(z′, t) = −φ(z, t).
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If k is odd, k = 2ℓ, ℓ ≥ 0, still by Lemma 4.15, for any x ∼ y in X,

there exists a unique symmetric bilinear form pxy on V
ℓ
(xy) such that

pxy(1z,1t) = −φ(z, t), z ̸= t ∈ Sℓ(xy).

We also show that the family p = (pxy)x∼y∈X is a k-quadratic field.
This will now follow from the fact that, for any x ∼ y in X, for any
z ̸= w, in Sℓ(x),

pxy(J
ℓ
xy1z, J

ℓ
xy1t) = −φ(z, t),

which we prove as above. □

4.4. Fields and bilinear forms on smooth functions. We will now
give the proof of Proposition 4.1. To this aim, let us introduce a new
set of linear operators. For x in X and ℓ ≥ 0, we let

N ℓ
x : V ℓ(x) → D(∂X)

be the linear operator such that, for any f in V ℓ(x), y in Sℓ(x) and ξ
in Uxy, one has

N ℓ
xf(ξ) = f(y).

Again, one still denotes by N ℓ
x the induced operator V

ℓ
(x) → D(∂X).

We will use the easy

Lemma 4.16. For any x in X, one has

D(∂X) =
⋃
ℓ≥0

N ℓ
xV

ℓ(x)

and, for any ℓ ≥ 0,

N ℓ+1
x M ℓ

x = N ℓ
x.

Proof. The first part is a rewriting of Lemma 3.6. The second part
follows from a straightforward computation. □

Proof of Proposition 4.1. Let p be a symmetric bilinear form on the
space D(∂X). Then, since for any x ̸= y in X, the closed open set Uyx
is the disjoint union of the Uyz, z ∼ x, z /∈ [xy], we have

φp(x, y) =
∑
z∼x
z/∈[xy]

φp(z, y),

hence φp is of quadratic type.
If φp is 0, we claim that p is 0. Indeed, as the characteristic functions

of the closed open subsets Uxy, x ∼ y ∈ X, span D(∂X), it suffices to
check that for any x ∼ y and z ∼ w in X, we have p(1Uxy ,1Uzw) = 0.
As 1Uxy + 1Uyx = 1 and 1 is in the null space of p, we can assume
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that y ̸= w and x and z belong to [yw]. We then have Uxy = Uwy and
Uzw = Uyw hence

p(1Uxy ,1Uzw) = −φp(y, w) = 0,

and we are done.
Finally, if φ is a quadratic type function on X∗, for any k ≥ 1, let

φk be the restriction of φ to Xk which is a quadratic type function
on Xk. By Proposition 4.11, there exists a unique k-quadratic field pk

such that φpk = φk. By Lemma 4.13, for k ≥ 2, one has (pk)− = pk−1.
Fix x in X. We get, for any ℓ ≥ 1,

(M ℓ
x)
⋆p2(ℓ+1) = p2ℓ.

By Lemma 4.16, this tells us that there exists a unique symmetric
bilinear form p on D(∂X) such that, for any ℓ ≥ 1,

(N ℓ
x)
⋆p = p2ℓ.

One verifies that φ = φp. □

4.5. Orthogonal extension of Euclidean fields. We just saw how
a globally defined quadratic type function on X∗ gives rise to quadratic
type functions on Xk for any k ≥ 1. We will now introduce a reverse
operation in the Euclidean case. It will rely on the following lemma,
which we will apply to the decompositions of spaces of functions on
spheres from Proposition 4.5 and Proposition 4.6.

Lemma 4.17. Let X be a finite-dimensional real vector space, d ≥
2 be an integer and X1, . . . , Xd be subspaces of X. We assume that
there exists a subspace X0 of X such that, for any 1 ≤ i ̸= j ≤ d,
Xi ∩ Xj = X0 and X/X0 =

⊕
iXi/X0. Let p0, p1, . . . , pd be positive

definite symmetric bilinear forms on X0, X1, . . . , Xd such that, for any
1 ≤ i ≤ d, pi|X0

= p0. For 1 ≤ i ≤ d, let Yi ⊂ Xi be the orthogonal
complement of X0 in Xi with respect to pi. Then, there exists a unique
positive definite symmetric bilinear form p on X such that, for any
1 ≤ i ≤ d, p|Xi

= pi and, for any 1 ≤ i ̸= j ≤ d, the spaces Yi and Yj
are orthogonal with respect to p. The form p is called the orthogonal
extension of p1, . . . , pd to X.

Definition 4.18. Let k ≥ 1. If p is a k-quadratic field, we shall say
that p is a k-Euclidean field if the associated symmetric bilinear forms
are positive definite.

If k ≥ 2, we will build an orthogonal extension of these fields which
is a (k + 1)-Euclidean field.
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Definition 4.19. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1.
If p is a k-Euclidean field, for any x ∼ y in X, we let p+xy denote the

orthogonal extension of px and py to V
ℓ
(xy), where V

ℓ
(x) and V

ℓ
(y)

are identified to subspaces of V
ℓ
(xy) through the maps J ℓxy and J ℓyx.

The family p+ = (p+xy)x∼y∈X is called the orthogonal extension of p.

Definition 4.20. (k odd) Let k be an odd integer, k = 2ℓ+1, ℓ ≥ 1. If
p is a k-Euclidean field, for any x in X, we let p+x denote the orthogonal

extension of (pxy)y∼x to V
ℓ+1

(x), where the spaces V
ℓ
(xy), y ∼ x, are

identified to subspaces of V
ℓ+1

(x) through the maps Iℓxy, y ∼ x. The
family p+ = (p+x )x∈X is called the orthogonal extension of p.

The orthogonal extension is again a quadratic field. More precisely,
we have the following result, whose proof directly follows from the
definitions:

Proposition 4.21. Let k ≥ 2 and p be a k-Euclidean field. Then its
orthogonal extension p+ is a (k + 1)-Euclidean field and (p+)− = p.

Recall that the reduction p− of p was introduced in Definition 4.7
and Definition 4.8.

4.6. The Hilbert space of a Euclidean field. Let p be a k-Eu-
clidean field with k ≥ 2. The successive orthogonal extensions of p
allow to define a quadratic type function φ∞p on X∗, or equivalently,

by Proposition 4.1, a symmetric bilinear form p∞ on D(∂X), which
clearly turns out to be positive definite. We let Hp be the completion
of D(∂X) with respect to p∞ and we call it the Hilbert space of p.

If p is Γ-invariant, so is φ∞p , hence p∞ is Γ-invariant and Hp comes
with a natural action of Γ which makes it a unitary representation.

In the next section we will study the topological dual space of Hp.

5. Hilbert spaces of distributions

5.1. Dual kernels. We will now introduce dual notions to the ones
studied above. We start with a dual statement to Lemma 4.15.

Lemma 5.1. Let A be a finite set. Let V be the space of real-valued
functions on A and

V0 = {f ∈ V |
∑
a∈A

f(a) = 0}.

If q is a symmetric bilinear form on V0, let K
q be the function on A×A

defined by

Kq(a, b) = q(1a − 1b,1a − 1b), a, b ∈ A.
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Then the map q 7→ Kq is a linear isomorphism between the space of
symmetric bilinear forms on V0 and the space of symmetric real-valued
functions on A × A which are zero on the diagonal. If K is such a
function and q is the associated bilinear form, for any f, g in V0, we
have

q(f, g) = −1

2

∑
(a,b)∈A2

K(a, b)f(a)f(b).

In the sequel, if A is a finite set and V is the space of real-valued
functions on A, we always identify the space V with its dual space
through the positive definite bilinear form on V

(f, g) 7→
∑
a∈A

f(a)g(a).

Let V0 be the space of functions in V with zero sum,

V0 = {f ∈ V |
∑
a∈A

f(a) = 0}.

The space V0 may now be seen as the dual space of V = V/R.
In particular, for any ℓ ≥ 0, for any x in X, let V ℓ

0 (x) denote the set
of real-valued functions on Sℓ(x) with zero sum, and, for any x ∼ y in
X, let V ℓ

0 (xy) denote the set of real-valued functions on Sℓ(xy) with

zero sum. We regard these spaces as the dual spaces of V
ℓ
(x) and

V
ℓ
(xy).
Recall that if V is a finite-dimensional real vector space, to any non-

degenerate symmetric bilinear form p on V , we can associate its dual
bilinear form q on the dual space V ∗ of V . The form q is defined as
the image of p by the linear isomorphism from V to V ∗ associated to
the form p.

Let p be a k-Euclidean field for some k ≥ 1.
If k is even, k = 2ℓ, ℓ ≥ 1, for any x in X, we let qx be the dual

symmetric bilinear form to px on V ℓ
0 (x). If z and w are in Sℓ(x), we

set

Kp
x(z, w) = qx(1z − 1w,1z − 1w).

If ξ, η are in ∂X, we write

Kp
x(ξ, η) = Kp

x(z, w),

where z (resp. w) is the intersection point of the geodesic ray [xξ)
(resp. [xη)) with Sℓ(x).

If k is odd, k = 2ℓ + 1, ℓ ≥ 0, for any x ∼ y in X, we let qxy be
the dual symmetric bilinear form to pxy on V ℓ

0 (xy). If z and w are in
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Sℓ(xy), we set

Kp
xy(z, w) = qxy(1z − 1w,1z − 1w).

If ξ, η are in ∂X, we write

Kp
xy(ξ, η) = Kp

xy(z, w),

where z (resp. w) is the intersection point of the geodesic ray [xξ)
(resp. [xη)) with Sℓ(xy).

By Lemma 5.1, the Euclidean field p is completely determined by
the data of Kp. We have a nice way of computing Kp+ from Kp and
Kp− . Recall that, for x in X, d(x) is the number of neighbours of x.

Proposition 5.2. Let p be a k-Euclidean field for some k ≥ 2.
If k is even, k = 2ℓ, ℓ ≥ 1, for any x ∼ y in X, we have, as functions

on ∂X × ∂X,

Kp+

xy = Kp
x +Kp

y −Kp−

xy .

If k is odd, k = 2ℓ+ 1, ℓ ≥ 1, for any x in X, we have, as functions
on ∂X × ∂X,

Kp+

x =
∑
y∼x

Kp
xy − (d(x) − 1)Kp−

x .

Proof. The proof is a direct translation of Lemma 5.3 below. □

Lemma 5.3. Let X,X0, X1, . . . , Xd and p0, p1, . . . , pd be as in Lemma
4.17. Let p be the orthogonal extension of p1, . . . , pd to X. Equip the
dual spaces X∗, X∗0 , X

∗
1 , . . . , X

∗
d of X,X0, X1, . . . , Xd with the bilinear

forms q, q0, q1 . . . , qd which are dual to p, p0, p1, . . . , pd. Then, for every
φ, ψ in X∗, we have

q(φ, ψ) = q1(φ|X1 , ψ|X1) + · · · + qd(φ|Xd
, ψ|Xd

) − (d− 1)q0(φ|X0 , ψ|X0).

Proof. For 1 ≤ i ≤ d, let Yi ⊂ Xi be the orthogonal complement of
X0 in Xi. Set ui to be the vector in Xi which represents φ|Xi

with
respect to pi, that is, such that φ(xi) = pi(ui, xi) for xi in Xi. Write
ui = vi + wi, with vi in X0 and wi in Yi. By definition, we have
qi(φ|Xi

, φ|Xi
) = pi(ui, ui) = pi(vi, vi) + pi(wi, wi).

We claim that v1, . . . , vd are equal to each other. Indeed, for 1 ≤ i ≤
d, we have, for any x0 in X0, p0(vi, x0) = pi(vi, x0) = pi(ui, x0) = φ(x0),
which does not depend on i, hence vi does not depend on i since p0 is
positive definite.

Set v = v1 = · · · = vd and u = v + w1 + · · · + wd. We claim that
the vector u represents the linear functional φ on X with respect to p.
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Indeed, for x in X, write x = x0 + x1 + · · · + xd, with x0 in X0 and xi
in Yi, 1 ≤ i ≤ d. We have

φ(x) = φ(x0) + φ(x1) + · · · + φ(xd)

= p0(v, x0) + p1(u1, x1) + · · · + pd(ud, xd)

= p0(v, x0) + p1(w1, x1) + · · · + pd(wd, xd) = p(u, x),

where the latter equality follows from the definition of p in Lemma
4.17. We get, still by this definition,

q(φ, φ) = p(u, u) = p0(v, v) + p1(w1, w1) + · · · + pd(wd, wd)

= p1(u1, u1) + · · · + pd(ud, ud) − (d− 1)p0(v, v),

and the result follows. □

We will now axiomatize the relations which appear in Proposition
5.2.

Definition 5.4. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1.
A k-dual prekernel is a family (Kx)x∈X where, for any x in X, Kx is
a symmetric function on Sℓ(x) × Sℓ(x) which is zero on the diagonal.
The symmetric bilinear form on V ℓ

0 (x) associated to Kx by Lemma 5.1
is denoted by qKx .

Definition 5.5. (k odd) Let k be an odd integer, k = 2ℓ + 1, ℓ ≥ 0.
A k-dual prekernel is a family (Kxy)x∼y∈X where, for any x ∼ y in X,
Kxy = Kyx is a symmetric function on Sℓ(xy) × Sℓ(xy) which is zero
on the diagonal. The symmetric bilinear form on V ℓ

0 (xy) associated to
Kxy by Lemma 5.1 is denoted by qKxy.

As above, depending on the context, we may also consider dual prek-
ernels as families of locally constant functions on ∂X × ∂X.

Definition 5.6. Let k ≥ 2 be an integer. Then a k-dual kernel is a
pair (K,K−) where K is a k-dual prekernel and K− is a (k − 1)-dual
prekernel.

Dual kernels admit orthogonal extensions which behave as in Propo-
sition 5.2.

Definition 5.7. Let k ≥ 2 be an integer and (K,K−) be a k-dual
kernel.

If k is even, k = 2ℓ, ℓ ≥ 1, for any x ∼ y in X, set

K+
xy = Kx +Ky −K−xy.

Then K+ is a (k + 1)-dual prekernel.
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If k is odd, k = 2ℓ+ 1, ℓ ≥ 1, for any x in X, set

K+
x =

∑
y∼x

Kxy − (d(x) − 1)K−x .

Then K+ is a (k + 1)-dual prekernel.
In both cases, the (k+1)-dual kernel (K+, K) is called the orthogonal

extension of the k-dual kernel (K,K−). More generally, for any j ≥ k,
we denote by (Kj, Kj−1) the (j−k)-th orthogonal extension of (K,K−).

Remark 5.8. The orthogonal extension map (K,K−) 7→ (K+, K) is a
linear embedding from the vector space of k-dual kernels into the vector
space of (k + 1)-dual kernels.

5.2. Large extensions of dual kernels. As an example of the use
of these notions, let us give formulae for the Kj, j ≥ k + 1. For
h ≥ 0 and x in X, we set Bh(x) =

⋃
0≤ℓ≤h S

ℓ(x) to be the ball with
center x and radius h in X. In the same way, for x ∼ y in X, we set
Bh(x) =

⋃
0≤ℓ≤h S

ℓ(xy). Successive orthogonal extensions are defined
by summing the kernels on points and edges in these sets.

Lemma 5.9. Let k ≥ 2 and (K,K−) be a k-dual kernel. The orthog-
onal extensions of (K,K−) may be defined by the following formulae.
Fix h ≥ 1 and x ∼ y in X. If k is even, we have

Kk+2h
x =

∑
z∈Bh(x)

Kz −
1

2

∑
z,t∈Bh(x)

z∼t

K−zt

and Kk+2h−1
xy =

∑
z∈Bh−1(xy)

Kz −
1

2

∑
z,t∈Bh−1(xy)

z∼t

K−zt.

If k is odd, we have

Kk+2h−1
x =

1

2

∑
z,t∈Bh(x)

z∼t

Kzt −
∑

z∈Bh−1(x)

(d(z) − 1)K−z

and Kk+2h
xy =

1

2

∑
z,t∈Bh(xy)

z∼t

Kzt −
∑

z∈Bh−1(xy)

(d(z) − 1)K−z .

Proof. We fix j ≥ 3 and we prove the formula for Kj when (K,K−) is
a k-dual kernel by descending induction on k with 2 ≤ k ≤ j − 1.

If k = j − 1, the formula is the same as in Definition 5.7.
Now, assume that k ≤ j − 2 and that the formula holds for k + 1.

We will prove it for k. We need to split the discussion according to the
parities of j and k. Assume j is even, j = 2m, m ≥ 2.
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If k is, k = 2ℓ, ℓ ≥ 1, we set h = m − ℓ ≥ 1. By the induction
assumption, applied to the (k + 1)-dual kernel (K+, K), we have

Kj
x =

1

2

∑
z,t∈Bh(x)

z∼t

K+
zt −

∑
z∈Bh−1(x)

(d(z) − 1)Kz.

By Definition 5.7, we get

Kj
x =

1

2

∑
z,t∈Bh(x)

z∼t

(Kz +Kt −K−zt) −
∑

z∈Bh−1(x)

(d(z) − 1)Kz,

which equals∑
z∈Bh(x)

|S1(z) ∩Bh(x)|Kz −
1

2

∑
z,t∈Bh(x)

z∼t

K−zt −
∑

z∈Bh−1(x)

(d(z) − 1)Kz,

where |.| is the cardinality of finite sets. For z in Bh−1(x), we have
S1(z) ⊂ Bh(x), hence |S1(z) ∩Bh(x)| = d(z). For z in Sh(x), we have
|S1(z) ∩Bh(x)| = 1. Thus,

Kj
x =

∑
z∈Bh(x)

Kz −
1

2

∑
z,t∈Bh(x)

z∼t

K−zt,

which should be proved.
If k is odd, k = 2ℓ + 1, ℓ ≥ 1, we set h = m − ℓ − 1 ≥ 1. The

induction assumption and Definition 5.7 now give

Kj
x =

∑
z∈Bh(x)

K+
z − 1

2

∑
z,t∈Bh(x)

z∼t

Kzt

=
∑

z∈Bh(x)

(∑
t∼z

Kzt − (d(z) − 1)K−z

)
− 1

2

∑
z,t∈Bh(x)

z∼t

Kzt.

Note that ∑
z∈Bh(x)

∑
t∼z

Kzt =
∑

z,t∈Bh(x)
z∼t

Kzt +
∑

z∈Sh+1(x)

Kzz− ,

where, for z in Sh+1(x), z− is the neighbour of z on [xz]. Thus, we get

Kj
x =

1

2

∑
z,t∈Bh+1(x)

z∼t

Kzt −
∑

z∈Bh(x)

(d(z) − 1)K−z ,

as required.
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The proofs in case j is odd are analoguous. □

5.3. Non-negative dual kernels. We will introduce a non-negativity
property that is satisfied by the dual kernels of the form (Kp, Kp−),
where p is a Euclidean field. When this property holds, we can associate
a Hilbert space to a dual kernel.

We first start by introducing a natural notion for prekernels.

Definition 5.10. (k even) Let k ≥ 2 be an even integer, k = 2ℓ, ℓ ≥ 1,
and K be a k-dual prekernel. We say that K is non-negative if, for any
x in X, the bilinear form qKx is non-negative.

Definition 5.11. (k odd) Let k ≥ 1 be an odd integer, k = 2ℓ + 1,
ℓ ≥ 0, and K be a k-dual prekernel. We say that K is non-negative if,
for any x ∼ y in X, the bilinear form qKxy is non-negative.

Let us now define a related notion for dual kernels. We need some
more notation. For x ∼ y in X and ℓ ≥ 0, the adjoint maps of the
maps Iℓxy and J ℓxy will be denoted by Iℓ,∗xy and J ℓ,∗xy . In other words, for
any x ∼ y in X, we have linear maps

Iℓ,∗xy :V ℓ+1(x) → V ℓ(xy)

J ℓ,∗xy :V ℓ(xy) → V ℓ(x)

defined as follows.
If f is in V ℓ+1(x), then Iℓ,∗xy f is the function on Sℓ(xy) such that, for

any z in Sℓ(xy), one has

Iℓ,∗xy f(z) = f(z) if y is on [xz].

Iℓ,∗xy f(z) =
∑
w∼z
w/∈[xz]

f(w) if y is not on [xz].

If f is in V ℓ(xy), then J ℓ,∗xy f is the function on Sℓ(x) such that, for

any z in Sℓ(x), one has

J ℓ,∗xy f(z) = f(z) if y is not on [xz].

J ℓ,∗xy f(z) =
∑
w∼z
w/∈[xz]

f(w) if y is on [xz].

Let V and W be real vector spaces and let π : V → W be a surjective
linear map. If q is a non-negative symmetric bilinear form on V , we
define in Appendix A the Euclidean image π⋆q of q: this is a non-
negative symmetric bilinear form on W . For any w in W , we have

π⋆q(w,w) = inf
v∈V

π(v)=w

q(v, v).
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Definition 5.12. (k even) Let k ≥ 2 be an even integer, k = 2ℓ, ℓ ≥ 1,
and (K,K−) be a k-dual kernel.

We say that (K,K−) is non-negative if the dual prekernels K and
K− are non-negative and if, for any x ∼ y in X, we have

qKx ≥ (Iℓ−1,∗xy )⋆qK
−

xy .

We say that (K,K−) is exact if it is non-negative and, for any x ∼ y
in X, we have

(Iℓ−1,∗xy )⋆q
K
x = qK

−

xy .

We say that (K,K−) is Euclidean if it is exact and, for any x in X,
the bilinear form qKx is positive definite.

Definition 5.13. (k odd) Let k ≥ 2 be an odd integer, k = 2ℓ + 1,
ℓ ≥ 1, and (K,K−) be a k-dual kernel.

We say that (K,K−) is non-negative if the dual prekernels K and
K− are non-negative and if, for any x ∼ y in X, we have

qKxy ≥ (J ℓ,∗xy )⋆qK
−

x .

We say that (K,K−) is exact if it is non-negative and, for any x ∼ y
in X, we have

(J ℓ,∗xy )⋆q
K
xy = qK

−

x .

We say that (K,K−) is Euclidean if it is exact and, for any x ∼ y in
X, the bilinear form qKxy is positive definite.

As Γ\X is finite, the vector space of Γ-invariant k-dual kernels has
finite dimension. We denote it by Kk and we set K+

k ⊂ Kk to be the
set of Γ-invariant non-negative k-dual kernels. Elementary properties
of Euclidean images give

Proposition 5.14. Let k ≥ 2 and (H,H−) and (K,K−) be non-
negative k-dual kernels. Then (H +K,H− +K−) is non-negative.
The set of non-negative k-dual kernels is a convex cone in the vector

space of all k-dual kernels.
The set K+

k of Γ-invariant non-negative k-dual kernels is a closed
convex cone with non-empty interior inside the vector space Kk of Γ-
invariant k-dual kernels.

For x in X, we let Γx be the stabilizer of x in Γ, which by assumption
is a finite subgroup.

Proof. The fact that, for (H,H−) and (K,K−) as above, the dual kernel
(H + K,H− + K−) is non-negative follows from Lemma A.5. As the
set of non-negative k-dual kernels is clearly stable by multiplication by
non-negative real numbers, it is a convex cone.
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The set K+
k is closed in Kk as being defined by a set of closed in-

equalities. It remains to prove that it has non-empty interior.
We let S ⊂ X be a finite set of representatives for the Γ-action on

vertices of X, that is, X = ΓS and, for every x in S, Γx ∩ S = {x}.
In the same way, we let X1 = {{x, y}|(x, y) ∈ X1} be the set of non
oriented edges of X and T ⊂ X1 be a finite set of representatives for
the Γ-action on X1. Now, we first define Γ-invariant dual prekernels as
follows.

Fix ℓ ≥ 1. For x in S, we chose a Γx-invariant positive definite sym-
metric bilinear form p2ℓx on V ℓ

0 (x). For x in X, we set p2ℓx = (g−1)⋆p2ℓgx
where g in Γ is such that gx is in S. We let H2ℓ

x be the associated
function on Sℓ(x) × Sℓ(x) as in Lemma 5.1.

Fix ℓ ≥ 0. For {x, y} in T , we set Γxy = {g ∈ Γ|g{x, y} = {x, y}}
and we chose a Γxy-invariant positive definite symmetric bilinear form
p2ℓ+1
xy on V ℓ

0 (xy). For x ∼ y in X, we set p2ℓ+1
xy = (g−1)⋆p2ℓ+1

(gx)(gy) where

g in Γ is such that {gx, gy} is in T . We let H2ℓ+1
xy be the associated

function on Sℓ(xy) × Sℓ(xy) as in Lemma 5.1.
Now, let k be even, k = 2ℓ, ℓ ≥ 1. For x ∼ y in X, we set Kx =

Hk
x +

∑
z∼xH

k−1
xz and K−xy = Hk−1

xy . Then (K,K−) is a Γ-invariant

k-dual kernel which clearly lies in the interior of K+
k .

In the same way, if k is odd, k = 2ℓ + 1, ℓ ≥ 1, for x ∼ y in X, we
set Kxy = Hk

xy +Hk−1
x +Hk−1

y and K−x = Hk−1
x . Again, (K,K−) is an

interior point of K+
k . □

Euclidean kernels are in one-to-one correspondance with Euclidean
fields.

Proposition 5.15. Let k ≥ 2 and (K,K−) be a k-dual kernel. Then
(K,K−) is Euclidean if and only if there exists a k-Euclidean field p
such that (K,K−) = (Kp, Kp−).

The notions we have defined behave well with respect to orthogonal
extension.

Proposition 5.16. Let k ≥ 2 and (K,K−) be a k-dual kernel. If
(K,K−) is non-negative (resp. exact, resp. Euclidean), so is the (k +
1)-dual kernel (K+, K).

Proof. This is a direct consequence of the abstract lemma below, which
we apply to the structures that are dual to the ones in Proposition 4.5
and Proposition 4.6. □

Lemma 5.17. Let W0,W1, . . . ,Wd (d ≥ 2) be finite-dimensional real
vector spaces, and, for 1 ≤ i ≤ d, let ϖi : Wi → W0 be a surjective
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linear map. We set W to be the fibered product

{w = (w1, · · · , wd) ∈ W1 × · · · ×Wd|∀1 ≤ i, j ≤ d ϖi(wi) = ϖj(wj)}
and πi : W → Wi, 0 ≤ i ≤ d, to be the natural surjective linear
map. Assume q0, q1, . . . qd to be non-negative symmetric bilinear forms
on W0,W1, . . . ,Wd with qi ≥ ϖ⋆

i q0, 1 ≤ i ≤ d, and set

q = π⋆1q1 + · · · + π⋆dqd − (d− 1)π⋆0q0.

Then,
(i) the symmetric bilinear form q is non-negative and q ≥ π⋆i qi for
1 ≤ i ≤ d.
(ii) if we have (ϖi)⋆qi = q0 for 1 ≤ i ≤ d, then we also have (πi)⋆q = qi
for 1 ≤ i ≤ d.
(iii) if the forms q1, . . . qd are positive definite, the form q is positive
definite.

Proof. (i) Pick 1 ≤ i ≤ d. We have

q = π⋆i qi +
∑
j ̸=i

(π⋆j qj − π⋆0q0) = π⋆i qi +
∑
j ̸=i

π⋆j (qj −ϖ⋆
j q0),

hence q ≥ π⋆i qi. In particular, q is non-negative.
(ii) Still fix 1 ≤ i ≤ d and let wi be a vector in Wi. We set w0 =

ϖi(wi). For j ̸= i, as (ϖj)⋆qj = q0, we can find wj in Wj with ϖj(wj) =
w0 and qj(wj, wj) = q0(w0, w0). Now the vector w = (w1, . . . , wd)
belongs to W and by construction, we have π(w) = wi and q(w,w) =
qi(wi, wi).

(iii) Let w = (w1, . . . , wd) be in W with q(w,w) = 0. By (i), for
1 ≤ i ≤ d, we have qi(wi, wi) ≤ q(w,w), hence wi = 0. We get
w = 0. □

5.4. The Hilbert space of a non-negative dual kernel. Recall
that, by definition, the space D∗(∂X) of distributions on X is the dual
space of the space D(∂X) of smooth functions on X and that D∗0(∂X)
is the set of distributions T with ⟨T,1⟩ = 0, which we freely identify
with the dual space of D(U) = D(∂X)/R.

Recall also that we have defined natural linear operators, for x in X
and ℓ ≥ 0,

N ℓ
x : V ℓ(x) → D(∂X).

Again, we let
N ℓ,∗
x : D∗(U) → V ℓ(x)

denote the adjoint operator of N ℓ
x.

To a non-negative kernel, we will associate a natural Hilbert space
of distributions by using the results in Appendix B.
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Let k ≥ 2 and (K,K−) be a k-dual kernel. Recall that (Kj)j≥k
denote the successive predual kernels obtained from (K,K−) by or-
thogonal extension. As above, for any even j ≥ k − 1, j = 2ℓ, ℓ ≥ 1,
for any x in X, we associate to Kj

x a symmetric bilinear form qK
j

x on

V ℓ
0 (x). When there is no ambiguity, we shall write qjx for qK

j

x . In the
same way, for any odd j ≥ k − 1, j = 2ℓ + 1, ℓ ≥ 0, for any x ∼ y in
X, we let qK

j

xy or qjxy denote the symmetric bilinear form associated to

Kj
xy on V ℓ

0 (xy).

Proposition 5.18. Let k ≥ 2 and (K,K−) be a non-negative k-dual
kernel. Fix x in X and let LK,K

−
denote the set of distributions θ in

D0(∂X) such that

sup
ℓ≥ k

2

q2ℓx (N ℓ,∗
x θ,N ℓ,∗

x θ) <∞.

Then LK,K
−
is a vector subspace of D0(∂X) and the map

θ 7→ sup
ℓ≥ k

2

q2ℓx (N ℓ,∗
x θ,N ℓ,∗

x θ)

is a non-negative quadratic form on LK,K
−
. Let qK,K

−
be its polar form.

Both LK,K
−
and qK,K

−
do not depend on the choice of x. The space

HK,K−
= LK,K

−
/ ker qK,K

−
, equipped with the positive definite bilinear

form induced by qK,K
−
is complete.

From the definition of the Hilbert space associated to a Euclidean
field, we get

Corollary 5.19. If (K,K−) is Euclidean and p is the k-Euclidean
field such that (K,K−) = (Kp, Kp−), then LK,K

−
= HK,K−

is exactly
the space of distributions which are bounded linear functional for the
scalar product p∞ on D(∂X). In particular, HK,K−

may be seen as the
topological dual space of the Hilbert space Hp associated to p.

The space HK,K−
, equipped with its natural scalar product, will be

called the Hilbert space associated to the dual kernel (K,K−).

Proof of Proposition 5.18. Let us check that the definition of the ob-
jects is independent on x. To this aim, let x ∼ y be in X. For any ℓ ≥ 0,
the linear operator IℓxyJ

ℓ
yx embeds V ℓ(y) as a subspace in V ℓ+1(x). One

easily checks that one has N ℓ+1
x IℓxyJ

ℓ
yx = N ℓ

y . Hence, if 2ℓ ≥ k, we get

(N ℓ,∗
y )⋆q2ℓy = (N ℓ+1,∗

x )⋆(Iℓ,∗xy )⋆(J ℓ,∗yx )⋆q2ℓy .

By Proposition 5.16, we have

(J ℓ,∗yx )⋆q2ℓy ≤ q2ℓ+1
xy and (Iℓ,∗xy )⋆q2ℓ+1

xy ≤ q2ℓ+2
x .



58 JEAN-FRANÇOIS QUINT

Thus, we have

(N ℓ,∗
y )⋆q2ℓy ≤ (N ℓ+1,∗

x )⋆q2ℓ+2
x .

In particular, for any θ in D0(∂X), we have

sup
ℓ≥1

q2ℓx (N ℓ,∗
x θ,N ℓ,∗

x θ) = sup
ℓ≥1

q2ℓy (N ℓ,∗
y θ,N ℓ,∗

y θ).

By connectedness ofX, the latter equality holds for any x, y inX, hence
the constructions in the Proposition do not depend on the choice of x.

The rest of the proof directly follows from Lemma 4.16, Proposition
5.16 and Lemma B.3: indeed, the family (V ℓ

0 (x),M ℓ+1,∗
x , q2ℓx )ℓ≥ k

2
is a

non-negative projective system in the sense of Definition B.1, whose
algebraic projective limit may be identified with D0(∂X) (see Appendix
B for more details). □

Note that for the moment, we don’t know wether LK,K
−

is not re-
duced to 0. We will later prove that, when (K,K−) is Γ-invariant,
LK,K

−
contains the space Hω

0 from Section 3. We will first show how
this phenomenon appears on a particular example.

5.5. Examples of dual kernels. In this Subsection, we give two ex-
amples of non-negative dual kernels. Their constructions are based on
the elementary

Lemma 5.20. Let A be a finite set and V be the space of real-valued
functions on A and V0 be the subspace of functions f with

∑
a∈A f(a) =

0. We let q be the scalar product (f, g) 7→
∑

a∈A f(a)g(a) on V0 and,
for a in A, we let ea denote the evaluation linear functional f 7→ f(a).
Then if q∗ is the scalar product dual to q on the dual space of V0, for
a ̸= b in A, we have q∗(ea, ea) = n−1

n
and q∗(ea, eb) = − 1

n
, where

n = |A| is the cardinality of A.

Let us define a 2-dual kernel (χ, χ−). For any x ∼ y in X, we set
χ−xy(x, y) = 1. For any x in X and any neighbours y ̸= z of x, we set

χx(y, z) = 2d(x)−1
d(x)

. We call (χ, χ−) the harmonic kernel.

Proposition 5.21. The harmonic kernel is a Euclidean kernel.

Proof. Let x ∼ y be in X and qx and q−xy be the symmetric bilinear

forms associated with χ and χ− on the spaces V 1
0 (x) and V 0

0 (xy). By

construction (see Lemma 5.1), one has qx(f, f) = d(x)−1
d(x)

∑
z∼x f(z)2 for

any f in V 1
0 (x) and q−xy(1x − 1y,1x − 1y) = 1. We must check that

we have q−xy = (I0,∗xy )⋆qx. Now, for any f in V 1
0 (x), we have I0,∗xy f =
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f(y)(1y − 1x), so that, by Lemma 5.20 and Lemma A.10, we have

(I0,∗xy )⋆qx(1y − 1x,1y − 1x) =
1

px(1y,1y)
= 1,

where px is the scalar product dual to qx on V
1
(x). □

We shall pursue the study of the harmonic kernel in Subsections
9.6 and 10.5. In particular, we will prove in Proposition 10.13 that the
Hilbert space of distributionsHχ,χ−

associated to (χ, χ−) in Proposition
5.18 is exactly the Hilbert space Hω

0 that has been studied in Section
3.

By changing slightly the construction, we can build another dual
kernel, that is not exact any more, but for which the computations are
easier. We define the Busemann kernel (κ, κ−) = (κ2, κ1) as follows.
For any x ∼ y in X, we set κ1xy(x, y) = 1. For any x in X and any

neighbours y ̸= z of x, we set κ2x(y, z) = 2. We denote by (κk)k≥1
the dual prekernels obtained from (κ2, κ1) by successive orthogonal
extensions as in Definition 5.7. For the Busemann kernel, all the objects
that have been introduced in Section 6 can be computed explicitely.

Proposition 5.22. The Busemann kernel (κ2, κ1) is a non-negative 2-
dual kernel. Let k ≥ 1. If k is even k = 2ℓ, ℓ ≥ 1, for any x in X and
z, t in Sℓ(x), one has κkx(z, t) = d(z, t). If k is odd, k = 2ℓ + 1, ℓ ≥ 0,
for any x ∼ y in X and z, t in Sℓ(xy), one has κkxy(z, t) = d(z, t).

Proof. Let still (χ, χ−) be the harmonic kernel. For any x in X, we

have κx = d(x)
d(x)−1χx and, for x ∼ y in X, we have κ−xy = χ−xy. As, for

any x, d(x)
d(x)−1 ≥ 1 and as, by Proposition 5.21, the harmonic kernel

is Euclidean, the k-dual kernel (κ − χ, κ− − χ−) = (κ − χ, 0) is non-
negative, hence (κ, κ−) is non-negative by Proposition 5.14.

Let us compute κk, k ≥ 3. Assume k is even, k = 2ℓ, ℓ ≥ 2. Fix x
in X. For z, t in Sℓ(x), Lemma 5.9 and the definition of (κ, κ−) give

κkx(z, t) = 2|Bℓ−1(x) ∩ [zt]|

− 1

2
|{(u, v) ∈ Bℓ−1(x)|u ∼ v and [uv] ⊂ [zt]}|.

If z = t, all these numbers are 0. Else, one has d(z, t) ≥ 2 and

|Bℓ−1(x) ∩ [zt]| = d(z, t) − 1

|{(u, v) ∈ Bℓ−1(x)|u ∼ v and [uv] ⊂ [zt]}| = 2(d(z, t) − 2)

and the result follows. The proof in the odd case is analoguous. □
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Corollary 5.23. The Hilbert space of distributions Hκ,κ− ⊂ D0(∂X)
associated to the Busemann kernel is exactly the space Hω

0 .

Proof. For x, y, z in X, let t be such that [xy] ∩ [xz] = [xt]. We set
ωx(y, z) = d(x, t). This extends the definition of the Gromov product
(see Example 2.18). If d(x, y) = d(x, z) = ℓ, we get

(5.1) d(y, z) = 2ℓ− 2ωx(y, z).

Let x be in X, ℓ ≥ 1 and q2ℓx be the symmetric bilinear form associ-
ated to κ2ℓx on V ℓ

0 (x). By Lemma 5.1, Proposition 5.22 and (5.1), for f
in V ℓ

0 (x), we have

q2ℓx (f, f) =
∑

y,z∈Sℓ(x)

(ωx(y, z) − ℓ)f(y)f(z)

=
∑

y,z∈Sℓ(x)

ωx(y, z)f(y)f(z) =
ℓ∑

k=1

∑
y,z∈Sℓ(x)

1ωx(y,z)≥kf(y)f(z).

Fix T in D0(∂X). We get

(5.2) q2ℓx (N ℓ,∗
x T,N ℓ,∗

x T ) =
∑
t∈X

1≤d(x,t)≤ℓ

∑
y,z∈Sℓ(x)
t∈[xy]∩[xz]

⟨T,1Uxy⟩⟨T,1Uxz⟩

=
∑
t∈X

1≤d(x,t)≤ℓ

⟨T,1Uxt⟩2 =
1

2

∑
(u,v)∈X1

d(x,u)≤ℓ
d(x,v)≤ℓ

PxT (u, v)2,

where Px is as in Subsection 3.1. By Proposition 5.18, the space Hκ,κ−

is exactly the space of distributions T in D0(∂X) with PxT belonging
to ℓ2(X1), which by definition is equal to Hω

0 . By (5.2), for T in that
space, we have ∥T∥2 = 2qκ,κ

−
(T, T ). □

In the next sections, our goal will be to get a kind of generalization of
Corollary 5.23. More precisely, we will prove that, when a non-negative
dual kernel (K,K−) is Γ-invariant, the Hilbert space HK,K−

contains
the completion of Hω

0 with respect to a non-negative symmetric bilinear
form Φw as in Section 3. We will also show that all forms Φw can be
obtained in this way. These results will rely on a formula which we will
establish in the next section.

6. An additive formula for dual kernels

Given a k-dual kernel (K,K−), the purpose of this section is to con-
struct a symmetric function w : Xk → R such that the symmetric
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t
t−

ξ

η

z

Figure 3. The points in the sum Sℓ,mz (ξ, η)

bilinear forms associated to (K,K−) may be defined by means of a for-
mula which is the same as the one in Proposition 2.22. Unfortunately,
this requires a lot of computations. At the first reading, it might be
more comfortable to skip this section, admit Proposition 6.20 and go
directly to Section 7.

6.1. The first geodesic backtracking. We start with some technical
results. Let k ≥ 2 and (K,K−) be a k-dual kernel. We will prove that
certain sums defined by using the dual prekernels (Kj)j≥k−1 obtained
from (K,K−) by successive orthogonal extensions are equal. These
sums will play a key role in certain algebraic constructions.

For ξ ̸= η in ∂X and z in (ξη), let us denote by z = x0, x1, x2, . . .
and z = y0, y1, y2, . . . the geodesic rays [zξ) and [zη). If ℓ ∈ Z and
m ≥ 1 are such that 2ℓ + m ≥ k, we will define Sℓ,mz (ξ, η) as follows
(see Figure 3).

If m is even, m = 2n, n ≥ 1, we set

Sℓ,mz (ξ, η) =
∑

t∈Sn(z)
x1,y1 /∈[zt]

K2ℓ+m
t (xℓ, yℓ) −K2ℓ+m−1

t−t (xℓ, yℓ)

(where for t in Sn(z), t− is the neighbour of t on [tz]).
If m is odd, m = 2n− 1, n ≥ 1, we set

Sℓ,mz (ξ, η) =
∑

t∈Sn(z)
x1,y1 /∈[zt]

K2ℓ+m
t−t (xℓ, yℓ) −K2ℓ+m−1

t− (xℓ, yℓ).

The following result tells us that, these sums are invariant under a
backtracking from the geodesic (ξη).
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Lemma 6.1. For ξ ̸= η in ∂X, z in (ξη), ℓ ∈ Z and m ≥ 1 with
2ℓ+m ≥ k + 1, we have

Sℓ,mz (ξ, η) = Sℓ−1,m+1
z (ξ, η).

The proof of this Lemma directly follows from the definition of the
successive orthogonal extensions.

Proof. If m is even, m = 2n, n ≥ 1, we have

Sℓ,mz (ξ, η) =
∑

t∈Sn(z)
x1,y1 /∈[zt]

K2ℓ+m
t (xℓ, yℓ) −K2ℓ+m−1

t−t (xℓ, yℓ).

Now, for t in Sn(z) with x1, y1 /∈ [zt], we get

K2ℓ+m
t (xℓ, yℓ) −K2ℓ+m−1

t−t (xℓ, yℓ)

=
∑
t′∼t
t′ ̸=t−

K2ℓ+m−1
tt′ (xℓ−1, yℓ−1) − (d(t) − 1)K2ℓ+m−2

t (xℓ−1, yℓ−1),

hence, by replacing t with t′ in the sum,

Sℓ,mz (ξ, η) =
∑

t∈Sn+1(z)
x1,y1 /∈[zt]

K2ℓ+m−1
t−t (xℓ−1, yℓ−1) −K2ℓ+m−2

t− (xℓ−1, yℓ−1)

= Sℓ−1,m+1
z (ξ, η),

since m+ 1 = 2(n+ 1) − 1.
Now, if m is odd, m = 2n− 1, n ≥ 1, we have

Sℓ,mz (ξ, η) =
∑

t∈Sn(z)
x1,y1 /∈[zt]

K2ℓ+m
t−t (xℓ, yℓ) −K2ℓ+m−1

t− (xℓ, yℓ)

=
∑

t∈Sn(z)
x1,y1 /∈[zt]

K2ℓ+m−1
t (xℓ−1, yℓ−1) −K2ℓ+m−2

t−t (xℓ−1, yℓ−1)

□

In case m = 1, Lemma 6.1 gives

Corollary 6.2. Let ξ ̸= η be in ∂X and z be in (ξη).
For any ℓ ≥ k − 1, we have Sℓ,1z (ξ, η) = 0.
For any k−1

2
≤ ℓ < k−1, the sum Sℓ,1z (ξ, η) does not depend on xi, yi,

i > k − 1 − ℓ.

In the same spirit, Lemma 6.1 will allow us to prove that some other
sums depend on less points than what would appear at a first glance.
Recall that k ≥ 2 and that (K,K−) is a k-dual kernel.
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Lemma 6.3. Let j ≥ k−1 and (xh)h∈Z be a parametrized geodesic line
in X with origin ξ and endpoint η. Then, the quantity

j∑
h=1

K2k−3
xh−1xh

(ξ, η) −
j−1∑
h=1

K2k−2
xh

(ξ, η)

only depends on x0, . . . , xj.

Proof. We will establish a more general statement, namely that, for
any k

2
≤ ℓ ≤ k − 1, the quantity

A(ℓ) =

j+ℓ+1−k∑
h=k−ℓ

K2ℓ−1
xh−1xh

(ξ, η) −
j+ℓ−k∑
h=k−ℓ

K2ℓ
xh

(ξ, η)

only depends on x0, . . . , xj. This will be proved by induction on ℓ. For
ℓ = k − 1, this is the desired result.

If k is even and ℓ = k
2
, we have

A(ℓ) =

j+1−ℓ∑
h=ℓ

K−xh−1xh
(xh−ℓ, xh+ℓ−1) −

j−ℓ∑
h=ℓ

Kxh(xh−ℓ, xh+ℓ)

and the right hand-side only depends on x0, . . . , xj.
If k is odd and ℓ = k+1

2
, we have

A(ℓ) =

j+2−ℓ∑
h=ℓ−1

Kxh−1xh(ξ, η) −
j+1−ℓ∑
h=ℓ−1

K+
xh

(ξ, η).

Now, for any ℓ− 1 ≤ h ≤ j + 1 − ℓ, we have

K+
xh

(ξ, η) = Kxh−1xh(ξ, η) +Kxhxh+1
(ξ, η)

+
∑
y∼xh

y ̸=xh−1,xh+1

Kxhy(ξ, η) − (d(xh) − 1)K−xh(ξ, η).

Thus, we get

(6.1) A(ℓ) =

j+1−ℓ∑
h=ℓ−1

(d(xh) − 1)K−xh(xh−ℓ+1, xh+ℓ−1)

−
j+1−ℓ∑
h=ℓ−1

∑
y∼xh

y ̸=xh−1,xh+1

Kxhy(xh−ℓ+1, xh+ℓ−1)

−
j+1−ℓ∑
h=ℓ

Kxh−1xh(xh−ℓ, xh+ℓ−1)
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and again the right hand-side only depends on x0, . . . , xj.
Assume now the result is true for some k

2
≤ ℓ ≤ k − 2 and let us

prove that it still holds for ℓ + 1. To do this we will express A(ℓ + 1)
by means of A(ℓ). Indeed, we have

A(ℓ+ 1) =

j+ℓ+2−k∑
h=k−ℓ−1

K2ℓ+1
xh−1xh

(ξ, η) −
j+ℓ+1−k∑
h=k−ℓ−1

K2ℓ+2
xh

(ξ, η).

For any k − ℓ− 1 ≤ h ≤ j + ℓ+ 1 − k, we have

K2ℓ+2
xh

(ξ, η) = K2ℓ+1
xh−1xh

(ξ, η) +K2ℓ+1
xhxh+1

(ξ, η)

+
∑
y∼xh

y ̸=xh−1,xh+1

K2ℓ+1
xhy

(ξ, η) − (d(xh) − 1)K2ℓ
xh

(ξ, η).

By putting (d(xh) − 2)-times the term K2ℓ
xh

(ξ, η) under the sum, the
latter quantity is equal to

K2ℓ+1
xh−1xh

(ξ, η) +K2ℓ+1
xhxh+1

(ξ, η) + Sℓ,1xh (ξ, η) −K2ℓ
xh

(ξ, η).

Thus, we get

A(ℓ+ 1) =

j+ℓ+1−k∑
h=k−ℓ−1

K2ℓ
xh

(ξ, η)

−
j+ℓ+1−k∑
h=k−ℓ

K2ℓ+1
xh−1xh

(ξ, η) −
j+ℓ+1−k∑
h=k−ℓ−1

Sℓ,1xh (ξ, η).

Now, for any k − ℓ ≤ h ≤ j + ℓ+ 1 − k, we have

K2ℓ+1
xh−1xh

(ξ, η) = K2ℓ
xh−1

(ξ, η) +K2ℓ
xh

(ξ, η) −K2ℓ−1
xh−1xh

(ξ, η).

We get

(6.2) A(ℓ+ 1) = A(ℓ) −
j+ℓ+1−k∑
h=k−ℓ−1

Sℓ,1xh (ξ, η).

By the induction assumption, A(ℓ) only depends on x0, . . . , xj. By
Corollary 6.2 , for any k − ℓ − 1 ≤ h ≤ j + ℓ + 1 − k, Sℓ,1xh (ξ, η) only
depends on the points of (ξη) which are at distance ≤ k − ℓ− 1 of xh.
As all these points belong to the segment [x0xj], the results follows. □
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6.2. Lifting of the forms q2k−3xy and q2k−2x . Let still k ≥ 2 and let
(K,K−) be a k-dual kernel. For any even h ≥ k − 1, h = 2ℓ, ℓ ≥ 1
(resp. for any odd h ≥ k − 1, h = 2ℓ + 1, ℓ ≥ 0), for any x in X
(resp. for any x ∼ y in X), we have an associated symmetric bilinear

form qK
h

x = qhx (resp. qK
h

xy = qhxy) on V ℓ
0 (x) (resp. V ℓ

0 (xy)). We will

now build bilinear forms on V ℓ(x) (resp. V ℓ(xy)) whose restriction to
V ℓ
0 (x) (resp. V ℓ

0 (xy)) are equal to qhx (resp. qhxy). We will start with
the cases where ℓ = k − 1.

To construct such forms, we will use

Lemma 6.4. Let A be a finite set. Let V be the space of real-valued
functions on A and

V0 = {f ∈ V |
∑
a∈A

f(a) = 0}.

If q is a symmetric bilinear form on V , set, for a in A, uq(a) =
q(1a,1a).

Let q0 be a symmetric bilinear form on V0. Then the map q 7→ uq
induces an affine isomorphism from the space of symmetric bilinear
forms q on V with q|V0 = q0 onto V .

Any such form q will be called a lifting of q0.
As in Lemma 6.4, lifting bilinear forms on V ℓ

0 (x) and V ℓ
0 (xy) to

V ℓ(x) and V ℓ(xy) will require choices. These choices will be achieved
by chosing what we will call a (K,K−)-compatible function:

Definition 6.5. Let u be a function on Xk−1. Then u is said to be
(K,K−)-compatible if, for any x, y in X with d(x, y) = k − 1, one has

(6.3) u(x, y) + u(y, x) =
k−1∑
h=1

K2k−3
zh−1zh

(ξ, η) −
k−2∑
h=1

K2k−2
zh

(ξ, η),

where (zh)h∈Z is any parametrized geodesic line with z0 = x and zk−1 =
y and ξ and η are its endpoints.

Remark 6.6. By Lemma 6.3, the right hand-side of (6.3) only depends
on x and y. In particular, compatible functions u always exist and if
(K,K−) is Γ-invariant, one can chose u to be so.

To a (K,K−)-compatible function, we associate its weight function:

Definition 6.7. If u is a (K,K−)-compatible function, we define its
weight function w on Xk by, for any x, y in X with d(x, y) = k,
(6.4)

w(x, y) = u(x, zk−1) + u(y, z1) +
k−1∑
h=1

K2k−2
zh

(ξ, η) −
k∑

h=1

K2k−3
zh−1zh

(ξ, η),
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where (zh)h∈Z is any parametrized geodesic line with z0 = x and zk = y
and ξ and η are its endpoints.

Remark 6.8. Again, it follows from Lemma 6.3 that w(x, y) only de-
pends on the choice of x and y. Note that the weight function is
symmetric.

Example 6.9. Recall the Busemann kernel from Subsection 5.5. A func-
tion u on X1 is compatible with the Busemann kernel if and only if one
has, for any x ∼ y in X,

u(xy) + u(yx) = 1.

In this case, the associated weight function w on X2 is given by, for
any x, y in X with d(x, y) = 2,

w(xy) = u(xz) + u(yz),

where z is the middle-point of the segment [xy].

We are now ready to state our result on the lifting of the forms q2k−2x

and q2k−3xy . The formulae which appear in the construction of these
liftings are related to the ones in Proposition 2.22.

Proposition 6.10. Let k ≥ 2, (K,K−) be a k-dual kernel, u be a
(K,K−)-compatible function and w be its weight function.

Then there exists a unique family (q̂2k−2x )x∈X such that, for any x in
X, q̂2k−2x is a symmetric bilinear form on V k−1(x) with (q̂2k−2x )|V k−1

0 (x) =

q2k−2x and, for any z in Sk−1(x),

q̂2k−2x (1z,1z) = u(x, z).

In the same way, there exists a unique family (q̂2k−3xy )x∈X such that, for

any x ∼ y in X, q̂2k−3xy is a symmetric bilinear form on V k−2(xy) with

(q̂2k−3xy )|V k−2
0 (xy) = q2k−3xy and, for any z in Sk−2(xy) ∩ Sk−1(x),

q̂2k−3xy (1z,1z) = u(x, z).

If x0, . . . , x2k−2 is a geodesic path in X, one has

q̂2k−2xk−1
(1x0 ,1x2k−2

) = −1

2

k−2∑
h=0

w(xh, xh+k)(6.5)

and q̂2k−3xk−2xk−1
(1x0 ,1x2k−3

) = −1

2

k−3∑
h=0

w(xh, xh+k).(6.6)

Proof. The existence and uniqueness of the liftings is a direct transla-
tion of Lemma 6.4. We postpone the proof of (6.5) and (6.6) until next
subsection. □
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6.3. The bias function v. Let still k ≥ 2 and (K,K−) be a k-dual
kernel. In order to prove formulae (6.5) and (6.6) as well as to study
liftings of the forms q2jx , and q2j−1xy , j ≥ k − 1, we will need to define a
last function associated to the k-dual kernel (K,K−). This definition
will rely on the

Lemma 6.11. Let x ∼ y be neighbouring points in X and ξ in ∂X be
such that y /∈ [xξ). Pick η in ∂X with x /∈ [yη). Then, the quantity

K2k−2
x (ξ, η) −K2k−3

xy (ξ, η)

does not depend on η.

Proof. Let x0 = y, x1 = x, x2, . . . be the geodesic ray [yξ) and y0 =
x, y1 = y, y2, . . . be the geodesic ray [xη). We will prove by induction
on ℓ that, for any k

2
≤ ℓ ≤ k − 1, the quantity

B(ℓ) = K2ℓ
xk−ℓ

(ξ, η) −K2ℓ−1
xk−ℓxk−ℓ−1

(ξ, η)

= K2ℓ
xk−ℓ

(xk, y2ℓ−k+1) −K2ℓ−1
xk−ℓxk−ℓ−1

(xk−1, y2ℓ−k+1)

does not depend on η. For ℓ = k − 1, this is the desired result.
If k is even and ℓ = k

2
, we have

B(ℓ) = Kxℓ(xk, y) −K−xℓxℓ−1
(xk−1, y).

If k is odd and ℓ = k+1
2

, we have

B(ℓ) = K+
xℓ−1

(xk, y2) −Kxℓ−1xℓ−2
(xk−1, y2),

which is equal to

Kxℓ−1xℓ(xk, y)+
∑

z∼xℓ−1
z ̸=xℓ−2,xℓ−2

Kxℓ−1z(xk−1, y)− (d(xℓ−1)−1)K−xℓ−1
(xk−1, y).

Assume now the result is true for some k
2
≤ ℓ ≤ k − 2 and let us

prove that it holds for ℓ+ 1. We have

B(ℓ+ 1) = K2ℓ+2
xk−ℓ−1

(ξ, η) −K2ℓ+1
xk−ℓ−1xk−ℓ−2

(ξ, η),

which we can write as

B(ℓ+ 1) = K2ℓ+1
xk−ℓ−1xk−ℓ

(ξ, η)

+
∑

z∼xk−ℓ−1
z ̸=xk−ℓ,xk−ℓ−2

K2ℓ+1
xk−ℓ−1z

(ξ, η) − (d(xk−ℓ−1) − 1)K2ℓ
xk−ℓ−1

(ξ, η).

By putting (d(xk−ℓ−1)−2)-times the expression K2ℓ
xk−ℓ−1

(ξ, η) under the
sum sign, we get

B(ℓ+ 1) = K2ℓ+1
xk−ℓ−1xk−ℓ

(ξ, η) −K2ℓ
xk−ℓ−1

(ξ, η) + Sℓ,1xk−ℓ−1
(ξ, η)
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(where Sℓ,mz (ξ, η) has the same meaning as in Subsection 6.1). Hence

B(ℓ+ 1) = B(ℓ) + Sℓ,1xk−ℓ−1
(ξ, η).

By Corollary 6.2 , Sℓ,1xk−ℓ−1
(ξ, η) only depends on the points of (ξη) which

are at distance ≤ k−1−ℓ of xk−ℓ−1. As all these points belong to [yξ),
the results follows. □

From Lemma 6.11, we can associate to the dual kernel (K,K−) its
bias function v on Xk which will play an important role in the sequel.

Definition 6.12. We define the bias function v of (K,K−) as follows.
If x, y are in X and d(x, y) = k, we set

(6.7) v(x, y) = K2k−2
x− (y, z) −K2k−3

xx− (y−, z),

where x− and y− are the neighbours of x and y on [xy] and z is any
point in X with d(z, x) = k−2 and [zx]∩ [xy] = {x}. By Lemma 6.11,
the function v does not depend on the choice of z. Note that, by the
relation K2k−1

xx− = K2k−2
x +K2k−2

x− −K2k−3
xx− , we also have

(6.8) v(x, y) = K2k−1
xx− (y, t) −K2k−2

x (y−, t),

for any t in X with d(t, x) = k − 1 and [tx] ∩ [xy] = {x}.

Example 6.13. The bias function v of the Busemann kernel is the con-
stant function with value 1 on X2.

The function v is related to the functions u and w by a cohomological
equation:

Lemma 6.14. Let u be a (K,K−)-compatible function and w be the
associated weight function. Let (xh)h∈Z be a parametrized geodesic line
of X. We have

u(x0, xk−1) + v(x0, xk) = u(x1, xk) + w(x0, xk).

Proof. By the definitions in (6.3) and (6.4), we have

w(x0, xk) = u(x0, xk−1) + u(xk, x1)

+K2k−2
x1

(x2−k, xk) −K2k−3
x0x1

(x2−k, xk−1) − (u(x1, xk) + u(xk, x1)).

By (6.7), we have

K2k−2
x1

(x2−k, xk) −K2k−3
x0x1

(x2−k, xk−1) = v(x0, xk)

and we are done. □

Using these relations, we are no ready to give the
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End of the proof of Proposition 6.10. We need to prove (6.5) and (6.6).
Let (xh)h∈Z be a parametrized geodesic line.

First, we prove (6.5). On one hand, we have, by elementary proper-
ties of quadratic forms,

2q̂2k−2xk−1
(1x0 ,1x2k−2

) = u(xk−1, x0) + u(xk−1, x2k−2) −K2k−2
xk−1

(x0, x2k−2).

On the other hand, by Lemma 6.14, we have

k−2∑
h=0

w(xh, xh+k) = u(x0, xk−1) − u(xk−1, x2k−2) +
k−2∑
h=0

v(xh, xh+k)

and, by (6.7),

k−2∑
h=0

v(xh, xh+k)

=
k−1∑
h=1

K2k−2
xh

(xh+1−k, xh+k−1) −K2k−3
xh−1xh

(xh+1−k, xh+k−2).

By (6.3), this gives

k−2∑
h=0

v(xh, xh+k) = K2k−2
xk−1

(x0, x2k−2) − u(x0, xk−1) − u(xk−1, x0),

hence

k−2∑
h=0

w(xh, xh+k) = K2k−2
xk−1

(x0, x2k−2) − u(xk−1, x0) − u(xk−1, x2k−2)

that is, (6.5) holds.
In the same way, let us prove (6.6). Again, we have, on one hand,

by standard properties of quadratic forms,

2q̂2k−3xk−2xk−1
(1x0 ,1x2k−3

)

= u(xk−1, x0) + u(xk−2, x2k−3) −K2k−3
xk−2xk−1

(x0, x2k−3)

and, on the other hand, still by Lemma 6.14,

k−3∑
h=0

w(xh, xh+k) = u(x0, xk−1) − u(xk−2, x2k−3) +
k−3∑
h=0

v(xh, xh+k).
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By (6.7),

k−3∑
h=0

v(xh, xh+k)

=
k−2∑
h=1

K2k−2
xh

(xh+1−k, xh+k−1) −K2k−3
xh−1xh

(xh+1−k, xh+k−2),

hence, by (6.3),

k−3∑
h=0

v(xh, xh+k) = K2k−3
xk−2xk−1

(x0, x2k−3) − u(x0, xk−1) − u(xk−1, x0),

and (6.6) follows. □

6.4. Lifting of the forms q2j−1xy and q2jx . Recall that k ≥ 2 and
(K,K−) is a k-dual kernel. We let v be the bias function of (K,K−) as
in Definition 6.12. More generally, for any j ≥ k, we let vj : Xj → R
be the bias function of the j-dual kernel (Kj, Kj−1).

Proposition 6.15. Let k ≥ 2, (K,K−) be a k-dual kernel, u be a
(K,K−)-compatible function and w be its weight function. Fix j ≥
k − 1.

Then there exists a unique family (q̂2jx )x∈X such that, for any x in X,
q̂2jx is a symmetric bilinear form on V j(x) with (q̂2jx )|V j

0 (x) = q2jx and,

for any z in Sj(x),

q̂2jx (1z,1z) = u(x, zk−1) +

j∑
h=k

vh(x, zh),

where z0 = x, z1, . . . , zj = z is the geodesic path from x to z. In the
same way, there exists a unique family (q̂2j−1xy )x∈X such that, for any

x ∼ y in X, q̂2j−1xy is a symmetric bilinear form on V j−1(xy) with

(q̂2j−1xy )|V j−1
0 (xy) = q2j−1xy and, for any z in Sj−1(xy) ∩ Sj(x),

q̂2j−1xy (1z,1z) = u(x, zk−1) +

j∑
h=k

vh(x, zh),

where, as above, z0 = x, z1, . . . , zj = z is the geodesic path from x to z.
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If x0, . . . , x2j is a geodesic path in X, one has

q̂2jxj(1x0 ,1x2j) = −1

2

k−2∑
h=0

w(xh+j+1−k, xh+j+1)(6.9)

and q̂2j−1xj−1xj
(1x0 ,1x2j−1

) = −1

2

k−3∑
h=0

w(xh+j+1−k, xh+j+1).(6.10)

The proof of (6.9) and (6.10) relies on additional properties of the
bias function v.

Lemma 6.16. For any x ∼ y in X and any z, t in Sk−1(xy) with
y /∈ [xz] and x /∈ [yt], we have

K2k−1
xy (z, t) −K2k−3

xy (z−, t−) = v(x, t) + v(y, z),

where z− and t− are the neighbours of z and t on [zt].

Proof. By (6.7), we have

v(x, t) = K2k−2
y (z−, t) −K2k−3

xy (z−, t−)

and v(y, z) = K2k−2
x (z, t−) −K2k−3

xy (z−, t−).

The result now follows from the relation

K2k−1
xy (z, t) = K2k−2

x (z, t−) +K2k−2
y (z−, t) −K2k−3

xy (z−, t−).

□

Lemma 6.17. For any x in X and any z, t in Sk(x) with x ∈ [zt], we
have

K2k
x (z, t) −K2k−2

x (z−, t−) = v(x, z) + v(x, t),

where z− and t− are the neighbours of z and t on [zt].

Proof. Let z1 and t1 be the neighbours of x on [xz] and [xt]. By (6.8),
we have

v(x, z) = K2k−1
xz1

(z, t−) −K2k−2
x (z−, t−)

and v(x, t) = K2k−1
xt1

(z−, t) −K2k−2
x (z−, t−).

Now we have

K2k
x (z, t) −K2k−2

x (z−, t−)

= v(x, z) + v(x, t) +
∑
y∼x

y ̸=z1,t1

K2k−1
xy (z−, t−) −K2k−2

x (z−, t−)

= v(x, z) + v(x, t) + Sk−1,1x (z, t),
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where by Sk−1,1x (z, t) we mean the same as Sk−1,1x (ξ, η) for some ξ, η
in ∂X with [xz] ⊂ [xξ) and [xt] ⊂ [xη) (see Subsection 6.1 for the
definition of Sℓ,mz (ξ, η)). By Corollary 6.2, we have Sk−1,1x (z, t) = 0 and
we are done. □

Proof of Proposition 6.15. Again, existence of the liftings is a direct
consequence of Lemma 6.4.

We will now prove formulae (6.9) and (6.10). If j = k− 1, they hold
by Proposition 6.10. We can therefore assume that j ≥ k.

We start by proving (6.9). We claim that, for any x in X and z, t
in Sj(x) with x ∈ [z, t], if z− and t− are the neighbours of z and t in
Sj−1(x), we have

(6.11) q̂2jx (1z,1t) = q̂2j−2x (1z− ,1t−).

This implies (6.9) by induction on j. By definition, one has

q̂2jx (1z,1z) = q̂2j−2x (1z− ,1z−) + vj(x, z)

q̂2jx (1t,1t) = q̂2j−2x (1t− ,1t−) + vj(x, t),

hence, by elementary properties of quadratic forms,

2q̂2jx (1z,1t) − 2q̂2j−2x (1z− ,1t−)

= vj(x, z) + vj(x, t) −K2j
x (z, t) +K2j−2

x (z−, t−).

By Lemma 6.17, applied to the j-dual kernel (Kj, Kj−1), the latter is
zero and (6.11) follows.

In the same way, let us prove (6.10). For any x ∼ y in X and z, t
in Sj−1(xy) with z ∈ Sj−1(x) and t ∈ Sj−1(y), we now claim that we
have

(6.12) q̂2j−1xy (1z,1t) = q̂2j−3x (1z− ,1t−).

Again this implies (6.10) by induction on j. By definition, one has

q̂2j−1xy (1z,1z) = q̂2j−2x (1z− ,1z−) + vj(y, z)

q̂2jx (1t,1t) = q̂2j−2x (1t− ,1t−) + vj(x, t),

hence, by elementary properties of quadratic forms,

2q̂2j−1xy (1z,1t) − 2q̂2j−3xy (1z− ,1t−)

= vj(x, z) + vj(x, t) −K2j−1
xy (z, t) +K2j−3

xy (z−, t−).

By Lemma 6.16, applied to the j-dual kernel (Kj, Kj−1), the latter is
zero and (6.12) follows. □
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6.5. The second geodesic backtracking. Our goal now is to obtain
a formula for q̂2jx (1z,1t), even when x is not on [z, t]. This will require
to prove additional cancellation properties of certain sums defined by
using dual kernels.

Let still k ≥ 2 and (K,K−) be a k-dual kernel. Let x ∼ y be in X
and ξ, η be in ∂X. For ℓ ∈ Z and m ≥ −1 with 2ℓ+m ≥ k, we define
T ℓ,mxy (ξ, η) as follows.

If m is even, m = 2n, n ≥ 0, we set

T ℓ,mxy (ξ, η) =
∑

z∈Sn+1(y)
x∈[yz]

K2ℓ+m
z (ξ, η) −K2ℓ+m−1

z−z (ξ, η)

(where for z in Sn+1(y), z− is the neighbour of z on [yz]).
If m is odd, m = 2n− 1, n ≥ 0, we set

T ℓ,mxy (ξ, η) =
∑

z∈Sn+1(y)
x∈[yz]

K2ℓ+m
z−z (ξ, η) −K2ℓ+m−1

z− (ξ, η).

By backtracking from y, we get

Lemma 6.18. For ξ, η in ∂X, x ∼ y in X, ℓ ∈ Z and m ≥ −1 with
2ℓ+m ≥ k + 1, we have

T ℓ,mxy (ξ, η) = T ℓ−1,m+1
xy (ξ, η).

Proof. The proof is the same as the one of Lemma 6.1. □

From this we deduce a property of invariance of certain values of
(K,K−) by backtracking.

Lemma 6.19. Let x be in X and ξ ̸= η be in ∂X with x /∈ (ξη). We
set i = d(x, (ξη)) = ωx(ξ, η) ≥ 1. Let z be the element of (ξη) that is
closest to x and y be the neighbour of x on [xz] (see Figure 4). Then
we have

K2(i+k)−2
x (ξ, η) = K2(i+k)−3

xy (ξ, η) = K2k−2
z (ξ, η).

Proof. It suffices to show that we have

K2(i+k)−2
x (ξ, η) = K2(i+k)−3

xy (ξ, η) = K2(i+k)−4
y (ξ, η).

Now, by the recursive definition of kernels,

K2(i+k)−2
x (ξ, η) = K2(i+k)−3

xy (ξ, η) + T i+k−2,1xy (ξ, η)

= K2(i+k)−4
y (ξ, η) + T i+k−2,0xy (ξ, η) + T i+k−2,1xy (ξ, η)

By Lemma 6.18, we have

T i+k−2,0xy (ξ, η) = T−i,2i+k−2xy (ξ, η) and T i+k−2,1xy (ξ, η) = T−i−1,2i+kxy (ξ, η).
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ξ

η

z

x
y

Figure 4. The points in Lemma 6.19

If k is even, k = 2ℓ, ℓ ≥ 1, we have

T−i,2i+k−2xy (ξ, η) =
∑

t∈Si+ℓ(y)
x∈[yt]

Kt(ξ, η) −K−t−t(ξ, η)

and, for any t in Si+ℓ(y) with x ∈ [yt], we have ωt(ξ, η) = 2i+ ℓ− 1 ≥
ℓ+ 1, hence

Kt(ξ, η) = K−t−t(ξ, η) = 0.

If k is odd, k = 2ℓ+ 1, ℓ ≥ 1, we have

T−i,2i+k−2xy (ξ, η) =
∑

t∈Si+ℓ(y)
x∈[yt]

Ktt−(ξ, η) −K−t−(ξ, η)

and, for any t in Si+ℓ(y) with x ∈ [yt], we have ωt(ξ, η) = 2i+ ℓ− 1 ≥
ℓ+ 1, hence

Ktt−(ξ, η) = K−t−(ξ, η) = 0.

In both cases, we get T i+k−2,0xy (ξ, η) = 0 and a fortiori T i+k−2,1xy (ξ, η) =
0 and the result follows. □

6.6. The additive formula. We will show that for large enough j,
q̂2jx (1z,1t) is given by the same formula as in Proposition 2.22.

Proposition 6.20. Let still k ≥ 2 and (K,K−) be a k-dual kernel.
We chose a (K,K−)-compatible function on Xk−1 and we let w denote
the associated weight function. For x in X and ξ ̸= η in ∂X, let
z0 = x, z1, . . . be the geodesic ray [xξ) and t0 = x, t1, . . . be the geodesic
ray [xη). Set i = ωx(ξ, η). Then, for every j ≥ i+ k − 1, we have

q̂2jx (1zj ,1tj) =
1

2

i−1∑
h=0

(w(zh, zh+k) + w(th, th+k)) −
1

2

k−1∑
h=1

w(zi+h, ti+k−h).
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If i ≥ 1, we have q̂2j−1xz1
(1zj ,1tj) = q̂2jx (1zj ,1tj).

To compute q̂2jx (1z,1z), we will need

Lemma 6.21. Let (xh)h∈Z be a parametrized geodesic line. For any
j ≥ k, we have

vj+1(x0, xj+1) = vj(x1, xj+1).

Proof. By (6.7), we have

vj+1(x0, xj+1) = K2j
x1

(x1−j, xj+1) −K2j−1
x0x1

(x1−j, xj),

whereas, by (6.8),

vj(x1, xj+1) = K2j−1
x1x2

(x2−j, xj+1) −K2j−2
x1

(x2−j, xj).

We get, by the recursive definition of kernels,

vj+1(x0, xj+1) − vj(x1, xj+1) = Sj−1,1x1
(ξ, η),

where ξ and η are the endpoints of (xh)h∈Z and Sj−1,1x1
(ξ, η) is as in

Subsection 6.1. As j−1 ≥ k−1, by Corollary 6.2, we have Sj−1,1x1
(ξ, η) =

0 and the result follows. □

Corollary 6.22. Let (xh)h∈Z be a parametrized geodesic line. For any
i ≥ 0 and j ≥ i+ k − 1, we have

q̂2jx0(1xj ,1xj) =
i−1∑
h=0

w(xh, xh+k) + q̂2(j−i)xi
(1xj ,1xj).

Proof. By the the definition in Proposition 6.15, we have

q̂2jx0(1xj ,1xj) = u(x0, xk−1) +

j∑
h=k

vh(x0, xh).

By Lemma 6.21, this may be written as

q̂2jx0(1xj ,1xj) = u(x0, xk−1) +

j−k∑
h=0

v(xh, xh+k).

We get

q̂2jx0(1xj ,1xj)

= u(x0, xk−1) +
i−1∑
h=0

v(xh, xh+k) − u(xi, xi+k−1) + q̂2(j−i)xi
(1xj ,1xj)

and the result follows from Lemma 6.14. □
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Proof of Proposition 6.20. Again by elementary properties of quadratic
forms, we have

2q̂2jx (1zj ,1tj) = q̂2jx (1zj ,1zj) + q̂2jx (1tj ,1tj) −K2j
x (zj, tj).

By Lemma 6.19, applied to the (j − i+ 1)-dual kernel (Kj−i+1, Kj−i),
we have

K2j
x (zj, tj) = K2(j−i)

zi
(zj, tj)

(note that zi = ti). By Corollary 6.22, we get

2q̂2jx (1zj ,1tj) = 2q̂2(j−i)x (1zj ,1tj) +
i−1∑
h=0

w(zh, zh+k) +
i−1∑
h=0

w(th, th+k).

Now, by Proposition 6.15, we have

2q̂2(j−i)x (1zj ,1tj) = −
k−1∑
h=1

w(zi+h, ti+k−h)

and the formula for q̂2jx (1zj ,1tj) follows.
If i ≥ 1, we have z1 = t1 and, by the definition in Proposition 6.15,

q̂2j−1xz1
(1zj ,1zj) = q̂2jx (1zj ,1zj)

and q̂2j−1xz1
(1tj ,1tj) = q̂2jx (1tj ,1tj),

as well as, by Lemma 6.19, applied to the (j − i + 1)-dual kernel
(Kj−i+1, Kj−i),

K2j−1
xz1

(zj, tj) = K2j
x (zj, tj).

We get q̂2j−1xz1
(1zj ,1tj) = q̂2jx (1zj ,1tj). □

7. Dual kernels and additive kernels

In this section, we use Proposition 6.20 to draw a link between the
language of Section 3 and the language of dual kernels. We will prove
that, given a Γ-invariant non-negative dual kernel (K,K−), the asso-
ciated space of distributions LK,K

−
always contains the space Hω

0 and
that the symmetric bilinear form qK,K

−
, when restricted to Hω

0 , is equal
to Φw, where w is a Γ-invariant weight function of (K,K−). Conversely,
we will prove that, if for a given symmetric Γ-invariant function w on
Xk, k ≥ 2, the bilinear form Φw is non-negative on Hω

0 , then there
exists a Γ-invariant non-negative k-dual kernel (K,K−) which admits
w as a weight function.
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7.1. A dense subspace of Hω
0 . First, we will need to gather addi-

tional information on the Hilbert space Hω
0 from Section 3. Recall that,

if ν is a Borel probability measure ∂X, we write M∞(ν) for the space
of signed Borel measures on ∂X which are absolutely continuous with
respect to ν with a bounded density. The purpose of this Subsection is
to construct a Borel probability measure ν such that M∞(ν) is a dense
subspace of Hω. We start with a general criterion for density.

Proposition 7.1. Let x be in X and ν be a fully supported Borel
probability measure on ∂X. Assume that one has

sup
y∈X
y ̸=x

1

ν(Uxy)2

∑
z∈X
y∈[xz]

ν(Uxz)
2 <∞,

then ν is atom-free, ω is ν-integrable and M∞(ν) is dense in Hω.

Remark 7.2. For x ̸= y in X, the quantity 1
ν(Uxy)2

∑
z∈X
y∈[xz]

ν(Uxz)
2 may

be seen as a local version of the norm of Hω.

Proof. The proof relies on a straightforward construction of approxi-
mations of the elements of Hω by elements of M∞(ν). We will use
again the language of Subsection 3.1.

Let, for any y ̸= x in X, y− be the neighbour of y on [x, y]. First note
that, since by definition one has PxT (y−, y) = ν(Uxy), the assumption
implies that the function Pxν belongs to ℓ2(X1) hence, by Proposition
3.7, that ω is ν-integrable. In particular, by the same result, we have
M∞(ν) ⊂ Hω.

Now, if T is a distribution, for any ℓ ≥ 1, we define a smooth function
on ∂X by setting, for any ξ in ∂X,

φTℓ (ξ) =
⟨T,1Uxy⟩
ν(Uxy)

,

where y is the unique element of Sℓ(x) with y ∈ [xξ). This makes
sense since ν(Uxy) ̸= 0 as ν has full support. We define πℓ(T ) as the
distribution φTℓ ν which belongs to M∞(ν).

We now use again the notation of Section 3.1. If T belongs to Hω, we
claim that the assumption implies that πℓ(T ) −−−→

ℓ→∞
T in Hω. Indeed,

by construction, for any y ̸= x with d(x, y) ≤ ℓ, we have ⟨πℓ(T ),1Uxy⟩ =
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⟨T,1Uxy⟩, hence

∥Px(πℓ(T ) − T )∥22 = 2
∑
y∈X

d(x,y)≥ℓ

⟨πℓ(T ) − T,1Uxy⟩2

≤ 4
∑
y∈X

d(x,y)≥ℓ

(⟨πℓ(T ),1Uxy⟩2 + ⟨T,1Uxy⟩2).

Now, on one hand, as T belongs to Hω, one has∑
y∈X

d(x,y)≥ℓ

⟨T,1Uxy⟩2 −−−→
l→∞

0.

On the other hand, we have∑
d(x,y)≥ℓ

⟨πℓ(T ),1Uxy⟩2 =
∑
y∈X

d(x,y)=ℓ

∑
z∈X
y∈[xz]

⟨πℓ(T ),1Uxz⟩2

=
∑
y∈X

d(x,y)=ℓ

⟨T,1Uxy⟩2

ν(Uxy)2

∑
z∈X
y∈[xz]

ν(Uxz)
2.

By assumption, the latter goes to 0 as ℓ→ ∞ and we are done. □

Corollary 7.3. There exists a fully supported atom-free Borel proba-
bility measure ν on ∂X such that ω is ν-integrable and M∞(ν) is dense
in Hω.

Recall that, for x in X, d(x) ≥ 3 is the number of neighbours of x.

Proof. For example, one can fix x in X and define the associate prob-
ability measure νx as the unique Borel probability measure such that,
for any y ̸= x in X, if x0 = x, x1, . . . , xℓ = y is the geodesic path from
x to y, one has

νx(Uxy) =
1

d(x)

1

d(x1) − 1
· · · 1

d(xℓ−1) − 1
.

Let us check that the criterion in Proposition 7.1 holds. By construc-
tion, for any y ̸= x, and z ∼ y with z /∈ [xy], we have νx(Uxz) =

1
d(y)−1νx(Uxy), hence∑

z∼y
z /∈[xy]

νx(Uxz)
2 =

1

d(y) − 1
νx(Uxy)

2 ≤ 1

2
νx(Uxy)

2.
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By induction, we get, for ℓ ≥ 0,
∑

z∈Sℓ(y)
y∈[xz]

νx(Uxz)
2 ≤ 1

2ℓ
νx(Uxy)

2, hence∑
z∈X
y∈[xz]

ν(Uxz)
2 ≤ 2ν(Uxy)

2 and the result follows by Proposition 7.1.

□

We can use the existence of ν to get a proof that the bilinear form
Φw from Subsection 3.2 determines w up to cohomology.

Corollary 7.4. Let w be a Γ-invariant symmetric function on Xk.
Assume that Φw is zero on Hω

0 . Then the normalized smooth function
on Γ\S associated to w is cohomologuous to 0.

The proof uses an elementary fact from measure theory.

Lemma 7.5. Let (X, ν) be a probability space and Ω be a symmetric
function in L1(X ×X, ν ⊗ ν). The following are equivalent.
(i) For every ρ in L∞(X, ν) with

∫
X
ρdν = 0, we have∫

X×X
Ω(x, y)ρ(x)ρ(y)dν(x)dν(y) = 0.

(ii)There exists a function F in L1(X, ν) such that for ν ⊗ ν-almost
every (x, y) in X ×X, one has Ω(x, y) = F (x) + F (y).

The function F is then uniquely determined by Ω.

Proof of Corollary 7.4. Let Ω be an additive kernel associated to w
and, as in Corollary 7.3, let ν be a fully supported atom-free Borel
probability measure on ∂X such that ω is ν-integrable.

Fix x in X. By Proposition 3.11, we have∫
∂X×∂X

Ωx(ξ, η)dρ(ξ)dρ(η) = 0

for every ρ in M∞
0 (ν). By Lemma 7.5, there exists a function Fx in

L1(∂X, ν) such that, for ν ⊗ ν-almost every (ξ, η) in ∂X × ∂X, one
has Ωx(ξ, η) = Fx(ξ) + Fx(η). As for every η in ∂X, the function
ξ 7→ Ωx(ξ, η) is smooth on ∂X∖{η}, the function Fx is smooth. As Fx
is uniquely determined by Ω, the function (x, ξ) 7→ Fx(ξ) on X × ∂X
is Γ-invariant. For every x, y in X and ξ ̸= η in ∂X, we have

Ωx(ξ, η) − Ωy(ξ, η) = (Fx(ξ) − Fy(ξ)) + (Fx(η) − Fy(η)),

that is, Ω is an additive kernel associated to the trivial cohomology
class. The conclusion follows by Lemma 2.19. □
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7.2. From dual kernels to additive kernels. Now, we will show
how one can use Proposition 6.20 in order to associate an additive
kernel to a dual kernel.

Theorem 7.6. Let k ≥ 2, (K,K−) be a non-negative Γ-invariant k-
dual kernel, u a Γ-invariant (K,K−)-compatible function on Xk−1 and
w its weight function. Then the symmetric bilinear form Φw is non-
negative on Hω

0 . More precisely, one has Hω
0 ⊂ LK,K

−
and the restric-

tion of qK,K
−
to Hω

0 is equal to Φw.

See Subsections 3.2 and 3.3 for the definition and properties of Φw.
See Proposition 5.18 for the definition of the spaces LK,K

−
and HK,K−

and the bilinear form qK,K
−

associated to the dual kernel (K,K−). See
Definitions 6.5 and 6.7 for the notion of a (K,K−)-compatible function
and its weight function.

Knowing Theorem 7.6, we can prove that the Hilbert space associ-
ated to (K,K−) is large:

Corollary 7.7. Let k ≥ 2 and (K,K−) be a Γ-invariant non-negative
k-dual kernel. Then, for every ℓ ≥ k

2
and any x in X, the linear map

N ℓ,∗
x maps HK,K−

onto V ℓ
0 (x)/ ker q2ℓx .

If V is a vector space and Φ is a non-negative symmetric bilinear
form on V , a linear functional φ on V is said to be bounded with
respect to Φ if one cand find C ≥ 0 with φ(x)2 ≤ CΦ(x, x) for any x
in V . In other words, one has ker Φ ⊂ kerφ and φ is bounded with
respect to the Euclidean structure associated to Φ on V/ ker Φ.

Corollary 7.8. Let k ≥ 2, (K,K−) be a Euclidean Γ-invariant k-dual
kernel, u a Γ-invariant (K,K−)-compatible function on Xk−1 and w
its weight function. Then, for every φ in D(∂X), the associated linear
functional on Hω

0 is bounded with respect to Φw.

For non necessarily non-negative dual kernels we also get

Corollary 7.9. Let k ≥ 2, (K,K−) be a Γ-invariant k-dual kernel, u
a Γ-invariant (K,K−)-compatible function on Xk−1 and w its weight
function. Then, for every θ in Hω

0 , one has

q2jx (N j,∗
x θ,N j,∗

x θ) −−−→
j→∞

Φw(θ, θ).

We now start the proof of Theorem 7.6 and its Corollaries. We will
also estalish weaker versions of these results for non necessary non-
negative dual kernels. This will be possible thanks to the easy

Lemma 7.10. Let k ≥ 2. Any Γ-invariant k-dual kernel may be writ-
ten as the difference of two non-negative Γ-invariant k-dual kernels.
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Proof. Indeed, in the finite-dimensional space of all Γ-invariant k-dual
kernels, the set of non-negative ones is a convex cone with non-empty
interior by Proposition 5.14. □

To dominate certain error terms, we shall use

Lemma 7.11. Let k ≥ 2, (K,K−) be a Γ-invariant k-dual kernel, u
a Γ-invariant (K,K−)-compatible function on Xk−1 and w its weight
function. Then, there exits C ≥ 0 such that, for any j ≥ k − 1, x in
X, z, t in Sj(x), one has∣∣q̂2jx (1z,1t)

∣∣ ≤ C(1 + i+ j),

where i = |[xz] ∩ [xt]| and q̂2jx is the symmetric bilinear form on V j(x)
associated to the choices of (K,K−) and u as in Subsection 6.4.

Proof. Thanks to Lemma 7.10, we may and will assume that (K,K−)
is non-negative.

Note that, as Γ\X is finite, the functions u and w are bounded.
In particular, by Proposition 6.20, there exists C1 ≥ 0 such that, if
j ≥ k − 1, x in X, z, t in Sj(x), are such that |[xz] ∩ [xt]| ≤ j + 1 − k,
one has ∣∣q̂2jx (1z,1t)

∣∣ ≤ C2(1 + j).

In the same way, by applying Corollary 6.22 to i = j + 1 − k, there
exists C2 ≥ 0 such that, for any j ≥ k − 1, x in X, z in Sj(x), one has∣∣q̂2jx (1z,1z)

∣∣ ≤ C1(1 + j).

Now, let j ≥ k − 1, x in X, z, t in Sj(x), be such that

i = |[xz] ∩ [xt]| ≥ j + 1 − k.

We set ℓ = i+ k − 1 ≥ j. We have

2q̂2jx (1z,1t) = q̂2jx (1z,1z) + q̂2jx (1t,1t) −K2j
x (z, t)

and it only remains to get a bound for K2j
x (z, t). But, as the kernel

(K,K−) is non-negative, by Proposition 5.16, we have

0 ≤ K2j
x (z, t) ≤ K2ℓ

x (z, t).

Now, again,

K2ℓ
x (z, t) = q̂2ℓx (1z,1z) + q̂2ℓx (1t,1t) − 2q̂2ℓx (1z,1t),

hence

K2ℓ
x (z, t) ≤ 2(C1 + C2)(1 + ℓ) = 2(C1 + C2)(k + i)

and ∣∣q̂2jx (1z,1t)
∣∣ ≤ C1(1 + j) + (C1 + C2)(k + i),

which should be proved. □
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Now, we will use the formulae in Propositions 3.11 and 6.20 to prove
that qK,K

−
is equal to Φw on certain spaces:

Lemma 7.12. Let k ≥ 2, (K,K−) be a Γ-invariant k-dual kernel, u
a Γ-invariant (K,K−)-compatible function on Xk−1 and w its weight
function. We also let ν be a Borel probability measure on ∂X such that
ω is ν-integrable. Then, for every ρ in M∞

0 (ν), one has

q2jx (N j,∗
x ρ,N j,∗

x ρ) −−−→
j→∞

Φw(ρ, ρ).

See Subsection 3.1 for the definition of the space M∞
0 (ν).

Proof. The proof is a direct consequence of the fact that the formulae
appearing in Proposition 2.22 and Proposition 6.20 are the same.

More precisely, let us fix x in X. For any ρ in M∞
0 (ν), we have, for

j ≥ k − 1,

(7.1) q2jx (N j,∗
x ρ,N j,∗

x ρ) =
∑

z,t∈Sj(x)

q̂2jx (1z,1t)ρ(Uxz)ρ(Uxt),

where, as above, Uxz ⊂ ∂X is the set of ξ in ∂X with z ∈ [xξ) and, as
in Subsection 5.4, N j,∗

x is the linear operator that sends a distribution
T on ∂X to the function z 7→ ⟨T,1Uxz⟩ on Sj(x). We define a smooth
function on ∂X × ∂X by setting

(7.2) Ωj
x(ξ, η) =

∑
z,t∈Sj(x)

q̂2jx (1z,1t)1Uxz(ξ)1Uxt(η), ξ, η ∈ ∂X.

We let Ω be as in Proposition 2.22, so that, by Proposition 3.11, for
any ρ in M∞

0 (ν), one has

Φw(ρ, ρ) =

∫
∂2X

Ωx(ξ, η)dρ(ξ)dρ(η).

Then, we claim that we have

(7.3) Ωj
x −−−→

j→∞
Ωx in L1(∂X × ∂X, ν ⊗ ν),

which, by (7.1), implies the Lemma.
Indeed, we split the sum in the right hand-side of (7.2) depending

wether |[xz] ∩ [xt]| ≤ j + 1 − k or |[xz] ∩ [xt]| ≥ j + 2 − k and we get,
by Proposition 6.20, for (ξ, η) in ∂X,

(7.4) Ωj
x(ξ, η) = Ωx(ξ, η)1ωx(ξ,η)≤j+1−k

+
∑

z,t∈Sj(x)
|[xz]∩[xt]|≥j+2−k

q̂2jx (1z,1t)1Uxz(ξ)1Uxt(η)
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Let us prove that the terms with |[xz] ∩ [xt]| ≥ j + 2 − k in the right
hand-side of (7.4) will play a negligible role. Let C be as in Lemma
7.11, so that, for any z, t in Sj(x) with i = |[xz] ∩ [xt]| ≥ j + 2− k, we
have ∣∣q̂2jx (1z,1t)

∣∣ ≤ C(2i+ k − 1).

We get∫
ωx(ξ,η)≥j+2−k

∣∣Ωj
x(ξ, η)

∣∣ dν(ξ)dν(η)

≤ C

∫
ωx(ξ,η)≥j+2−k

|2ωx(ξ, η) + k − 1| dν(ξ)dν(η),

hence, by the Dominated Convergence Theorem, as ω is ν-integrable,

(7.5)

∫
ωx(ξ,η)≥j+2−k

∣∣Ωj
x(ξ, η)

∣∣ dν(ξ)dν(η) −−−→
j→∞

0.

In the same way, by Lemma 2.20, Ωx is ν ⊗ ν-integrable and

(7.6)

∫
ωx(ξ,η)≥j+2−k

|Ωx(ξ, η)| dν(ξ)dν(η) −−−→
j→∞

0.

Now (7.3) follows from (7.4), (7.5) and (7.6). □

Proof of Theorem 7.6. We will get the result from Lemma 7.12 by an
approximation argument. To this aim, we chose an atom-free Borel
probability measure ν on ∂X such that ω is ν-integrable and M∞(ν)
is dense in Hω: such a measure exists by Corollary 7.3.

Fix x in X and let us note that, for any ℓ ≥ 1, the linear operator
N ℓ,∗
x is bounded on Hω. Indeed, for any y in Sℓ(x) and T in D∗(∂X),

we have N ℓ,∗
x T (y) = PxT (y−, y) where y− is the neighbour of y on [xy]

and Px is as in Subsection 3.1. In particular, for ℓ ≥ k
2
, the bilinear

form (N ℓ,∗
x )⋆q2ℓx is bounded on Hω

0 .
Fix ρ in Hω

0 . By assumption, there exists a sequence (ρn) in M∞(ν)
which converges to ρ in Hω

0 . By Lemma 7.12, for ℓ ≥ k
2

and any n, we
have

q2ℓx (N ℓ,∗
x ρn, N

ℓ,∗
x ρn) ≤ Φw(ρn, ρn),

hence, as (N ℓ,∗
x )⋆q2ℓx is bounded on Hω

0 , by going to the limit, we get

q2ℓx (N ℓ,∗
x ρ,N ℓ,∗

x ρ) ≤ Φw(ρ, ρ).

As a consequence we have Hω
0 ⊂ LK,K

−
and, as qK,K

−
is non-negative,

it is a bounded bilinear symmetric form on Hω
0 . Now, as again by

Lemma 7.12, we have qK,K
−

(ρ, ρ) = Φw(ρ, ρ) for any ρ in M∞(ν), we
also have qK,K

−
(θ, θ) = Φw(θ, θ) for any θ in Hω

0 . □
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Proof of Corollary 7.7. Again, we use Corollary 7.3 to chose a fully
supported atom-free Borel probability measure ν on ∂X such that ω
is ν-integrable. By Lemma 7.12, we have M∞

0 (ν) ⊂ HK,K−
. Now, as ν

has full support, for any ℓ ≥ 0, the linear operator N ℓ,∗
x maps HK,K−

onto V ℓ
0 (x). The result follows. □

Proof of Corollary 7.8. Let φ be in D(∂X). We have to show that the
linear functional θ 7→ ⟨θ, φ⟩ is bounded on Hω

0 with respect to the
positive symmetric bilinear form Φw. By Theorem 7.6, it suffices to
show that it is bounded on HK,K−

. Indeed, fix x in X. By Lemma
4.16, we have φ ∈ N ℓ

xV
ℓ(x) for some ℓ ≥ k

2
. As the the dual kernel

(K,K−) is Euclidean, for any ℓ ≥ k
2
, the form q2ℓx is positive definite on

V ℓ
0 (x), hence there exists C ≥ 0 such that, for any T in D0(∂X), one has

⟨T, φ⟩2 ≤ Cq2ℓx (N ℓ,∗
x T,N ℓ,∗

x T ). The conclusion follows since, for T in
HK,K−

, one has q2ℓx (N ℓ,∗
x T,N ℓ,∗

x T ) ≤ qK,K
−

(T, T ) by construction. □

Proof of Corollary 7.9. This is a direct consequence of Theorem 7.6
and Lemma 7.10. □

7.3. The image dual kernel. We will now aim at proving a converse
statement to Theorem 7.6. To do this, given a Γ-invariant function w
on Xk, with Φw non-negative, we need to prove that Φw may be built
by use of a dual kernel. In this subsection, we will define our candidate
for being this dual kernel. This dual kernel will be constructed by
taking Euclidean images of Φw (see Definition A.2 for the definition of
the Euclidean image of a non-negative bilinear form under a surjective
linear map, whose properties are discussed all along Appendix A).

Let us do this precisely. We need some more notation. Recall that,
for any ℓ ≥ 0, for any x in X, we have a natural linear operator
N ℓ
x : V ℓ(x) → D(∂X). In the same way, for x ∼ y, and any ℓ ≥ 0,

we define N ℓ
xy : V ℓ(xy) → D(∂X) as the linear operator such that for

any z in Sℓ(xy) ∩ Sℓ+1(x), N ℓ
xy(1z) = 1Uxz . One also let N ℓ

xy denote

the induced operator V
ℓ
(xy) → D(∂X). One has the compatibility

relations

(7.7) N ℓ+1
x Iℓxy = N ℓ

xy and N ℓ
xyJ

ℓ
xy = N ℓ

x, ℓ ≥ 0, x ∼ y ∈ X.

We denote the adjoint operators of N ℓ
x and N ℓ

xy in the usual way.

Lemma 7.13. For ℓ ≥ 1 and x in X, we have N ℓ,∗
x (Hω

0 ) = V ℓ
0 (x). For

ℓ ≥ 0 and x ∼ y in X, we have N ℓ,∗
xy (Hω

0 ) = V ℓ
0 (xy).

Proof. As in Corollary 7.3, let ν be a fully-supported Borel probability
measure on ∂X with M∞

0 (ν) ⊂ Hω
0 . For ℓ ≥ 1, x in X and f in V ℓ

0 (x),
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we set φ to be the smooth function on ∂X defined by

φ =
∑

y∈Sℓ(x)

1

ν(Uxy)
f(y)1Uxy .

By construction, the distribution ρ = φν belongs to Hω
0 and N ℓ,∗

x (ρ) =
f . The proof in the odd case is analoguous. □

Let k ≥ 2 and w be a symmetric Γ-invariant function on Xk. Assume
that Φw is non-negative on Hω

0 . In this case, thanks to Lemma 7.13,
we can associate to w a family of dual prekernels as follows. Let j be
an integer, j ≥ 1.

If j is even, j = 2ℓ, ℓ ≥ 1, for any x in X, set qjx = (N ℓ,∗
x )⋆Φw and

define Kj
x as the associated function on Sℓ(x)2 as in Lemma 5.1.

If j is odd j = 2ℓ+ 1, ℓ ≥ 0, for any x ∼ y in X, set qjxy = (N ℓ,∗
xy )⋆Φw

and define Kj
xy as the associated function on Sℓ(xy)2 as in Lemma 5.1.

Then the relations (7.7) together with Lemma A.4 imply that, for
any j ≥ 2, (Kj, Kj−1) is an exact j-dual kernel.

Definition 7.14. Let k and w be as above. For any j ≥ 1 the j-dual
kernel Kj is called the image j-dual prekernel of w and, if j ≥ 2, the
j-dual kernel (Kj, Kj−1) is called the image j-dual kernel of w.

We can relate these kernels to the formalism developed in Section 5.

Lemma 7.15. Let k ≥ 2 and w be a symmetric Γ-invariant function
on Xk. Assume that Φw is non-negative on Hω

0 . Let Kj, j ≥ 1 be as
above. Then, for any j ≥ k + 1, the j-dual kernel (Kj, Kj−1) is the
orthogonal extension of the (j − 1)-dual kernel (Kj−1, Kj−2).

The proof of Lemma 7.15 will rely on the following abstract charac-
terization of orthogonal extensions:

Lemma 7.16. Let X be a finite-dimensional real vector space, d ≥
2 be an integer and X1, . . . , Xd be subspaces of X. We assume that
there exists a subspace X0 of X such that, for any 1 ≤ i ̸= j ≤ d,
Xi ∩ Xj = X0 and X/X0 =

⊕
iXi/X0. Let p0, p1, . . . , pd be positive

definite symmetric bilinear forms on X0, X1, . . . , Xd such that, for any
1 ≤ i ≤ d, pi|X0

= p0. For 1 ≤ i ≤ d, let Wi ⊂ X∗ be the orthogonal
subspace of

∑
j ̸=iXj, that is, the kernel of the natural surjective map

X∗i → (
∑

j ̸=iXj)
∗. Let q be a positive definite symmetric bilinear form

on X such that p|Xi
= pi, 1 ≤ i ≤ d. Then q is the orthogonal extension

of p1, . . . , pd if and only if, for any 1 ≤ i ̸= j ≤ d, the spaces Wi and
Wj are orthogonal with respect to the dual form of q.



86 JEAN-FRANÇOIS QUINT

Proof. Let p be the orthogonal extension of p1, . . . , pd and, for 1 ≤ i ≤
d, let Yi be the orthogonal complement of X0 in Xi with respect to
pi. We set Y0 = X0. By definition, we have X =

⊕
0≤i≤d Yi and this

decomposition is orthogonal with respect to p. Let W be the dual space
of X and T : X → W be the linear isomorphism associated to p (that
is, for any x, y in X, we have p(x, y) = ⟨Tx, y⟩). The dual form p∗

of p is given by p∗ = (T−1)⋆p. Let W0 be the orthogonal complement
of
⊕

1≤i≤dWi with respect to p∗. We have W =
⊕

0≤i≤dWi and, by
construction, this decomposition is the image of the one of X by T ,
that is, TYi = Wi, 0 ≤ i ≤ d. In particular, the Wi, 0 ≤ i ≤ d, are
p∗-orthogonal to each other.

Let A : X → X be the endomorphism such that, for any x, y in
X, q(x, y) = p(Ax, y). To conclude, we need to prove that A is the
identity map. One easily shows that the dual form q∗ of q satisfies
q∗(v, w) = p∗(Bv,w), v, w in W , where B = TA−1T−1. Fix 1 ≤ i ≤ d.
Saying that Wi is q∗-orthogonal to all the Wj, j ̸= i, amounts to saying
that we have BWi ⊂ Wi ⊕W0. Pulling back this property by T , we
get Yi ⊂ AXi. Now, we will use the other assumption on q, namely
that its restriction to Xi is pi. Indeed, fix yi in Yi. We have just
seen that we can write yi = Axi for some xi in Xi. For any zi in
Xi, we have p(yi, zi) = p(Axi, zi) = q(xi, zi) = p(xi, zi), hence as pi
is non-degenerate, xi = yi. Thus, we get Ayi = yi for any yi in Yi.
As A is p-symmetric and X0 = Y0 is the p-orthogonal complement of⊕

1≤i≤d Yi, we get AX0 ⊂ X0. Since the restriction of q to X0 is equal
to the restriction of p, A is the identity map and q = p as required. □

Now, we will split the proof of Lemma 7.15 into several cases. First
we will assume that Φw is coercive, that is, it is positive definite and
defines the topology of Hω

0 . Note that, as D(∂X) may be seen as a
(dense) subspace of the topological dual space of Hω

0 , the restriction
of the dual bilinear form of Φw to D(∂X) defines a positive definite
symmetric bilinear form on D(∂X). We denote it by p.

We will now use again the language of Section 4 and study the qua-
dratic fields obtained by pulling back p to our usual finite-dimensional
spaces of functions. Let j ≥ 1.

If j is even, j = 2ℓ, ℓ ≥ 1, for any x in X, set pjx = (N ℓ
x)
⋆p.

If j is odd j = 2ℓ+ 1, ℓ ≥ 0, for any x ∼ y in X, set pjxy = (N ℓ
xy)

⋆p.

Then the relations (7.7) imply that pj is a j-quadratic field. As p
is positive definite, this field is Euclidean. The field pj and the dual
prekernel Kj are in duality as in Subsection 5.1.
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Proof of Lemma 7.15 in case Φw is coercive and j is odd. We set j =
2ℓ+1, ℓ ≥ 1. Let us fix x ∼ y in X and consider the positive symmetric

bilinear form pjxy on V
ℓ
(xy). Its dual form on V ℓ

0 (xy) is qjxy. In order

to apply Lemma 7.16, we need to show that the spaces Wx = ker J ℓ,∗yx
and Wy = ker J ℓ,∗xy are orthogonal with respect to qjxy. Note that we

have Wx ⊕ Wy = kerM ℓ−1,∗
xy . Also note that, on D∗0(∂X), we have

M ℓ−1,∗
xy N ℓ,∗

xy = N ℓ−1,∗
xy and that the space kerN ℓ−1,∗

xy may be written as
the direct sum of the spaces Dx and Dy of distributions defined by

Dx = {T ∈ D0(∂X)|N ℓ−1,∗
xy T = 0 and 1UxyT = 0}

Dy = {T ∈ D0(∂X)|N ℓ−1,∗
xy T = 0 and 1UyxT = 0}.

Clearly, the map N ℓ,∗
xy sends Dx onto Wx and Dy onto Wy.

Consider the closed subspace L = Hω
0 ∩ kerN ℓ−1,∗

xy in Hω
0 . We set

Lx = L ∩ Dx and Ly = L ∩ Dy and we have again a decomposition
L = Lx⊕Ly, which is now a decomposition of L as a direct sum of two
orthogonal subspaces in Hω

0 . Here comes the crucial phenomenon in
the proof: we claim that this decomposition is still orthogonal for the
bilinear form Φw. Indeed, let ρx be in Lx and ρy be in Ly. We must
prove that Φw(ρx, ρy) = 0. By the definition of Φw in Subsection 3.2,
we have

(7.8) Φw(ρx, ρy) =
1

2

∑
(a,b)∈Xk

w(a, b)Pρx(a, a1)Pρy(b1, b),

where, as usual, for a ̸= b in X, a1 is the neighbour of a on [ab] and b1
the one of b.

We claim that for any (a, b) in Xk, we have Pρx(a, a1)Pρy(b1, b) = 0.
Indeed, by construction, for any s ∼ t in X, if Pρx(s, t) ̸= 0, then
d(s, x) and d(t, x) are ≥ ℓ − 1 and y is not in [xs] nor in [xt]. In the
same way, if Pρy(s, t) ̸= 0, then d(s, y) and d(t, y) are ≥ ℓ − 1 and x
is not in [ys] nor in [yt]. Therefore, for a ̸= b in X and a1, b1 as above,
if Pρx(a, a1)Pρy(b1, b) ̸= 0, we must have d(a, x) ≥ ℓ and d(b, y) ≥ ℓ
and [xy] ⊂ [ab], hence d(a, b) ≥ 2ℓ + 1 = j > k. By (7.8), we get
Φw(ρx, ρy) = 0.

By Lemma A.7, this implies that the spaces Wx and Wy are qjxy-

orthogonal. By Lemma 7.16, pjxy is the orthogonal extension of pj−1x

and pj−1y . □

The proof in the even case follows the same lines.
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Proof of Lemma 7.15 in case Φw is coercive and j is even. In this ca-
se, we set j = 2ℓ, ℓ ≥ 2. We fix x inX and we consider the positive sym-

metric bilinear form pjx on V
ℓ
(x), with its dual form qjx on V ℓ

0 (x). We
set, for any y ∼ x, Wy =

⋂
z∼x
z ̸=y

ker Iℓ−1,∗xz . We get kerM ℓ−1,∗
x =

⊕
y∼xWy

and we need to show that this decomposition is qjx-orthogonal. Again,
there is a related decomposition of D∗0(∂X): we may write kerN ℓ−1,∗

xy

as the direct sum of the spaces Dy, y ∼ x which are defined as

Dy = {T ∈ D0(∂X)|N ℓ−1,∗
x T = 0 and ∀z ∼ x, z ̸= y 1UxzT = 0}.

The map N ℓ,∗
x sends Dy onto Wy.

In Hω
0 , we define the closed subspaces L = Hω

0 ∩ kerN ℓ−1,∗
x and, for

y ∼ x, Ly = L ∩ Dy, so that we have the orthogonal decomposition
L =

⊕
y∼x Ly. Again, this decomposition is still orthogonal for the

bilinear form Φw. Indeed, if y and z are two different neighbours of x
and ρy and ρz are in Ly and Lz, we have, as in (7.8),

(7.9) Φw(ρy, ρz) =
1

2

∑
(a,b)∈Xk

w(a, b)Pρy(a, a1)Pρz(b1, b).

Again, we claim that Pρy(a, a1)Pρz(b1, b) = 0 for any (a, b) in Xk.
Indeed, in this case, for any s ∼ t in X, if Pρy(s, t) ̸= 0, then d(s, x)
and d(t, x) are ≥ ℓ−1 and y is in [xs] and in [xt]; if Pρz(s, t) ̸= 0, then
d(s, x) and d(t, x) are ≥ ℓ − 1 and z is in [xs] and in [xt]. Therefore,
for a ̸= b in X, if Pρy(a, a1)Pρz(b1, b) ̸= 0, we must have d(a, x) ≥ ℓ
and d(b, x) ≥ ℓ and x ∈ [ab], hence d(a, b) ≥ 2ℓ = j > k. By (7.9), we
get Φw(ρy, ρz) = 0. The conclusion follows as in the odd case. □

Proof of Lemma 7.15 in the general case. We will use the approxima-
tion result from Proposition A.8 in the appendix to be brought back
to the coercive case. Let us be more precise.

By definition, the scalar product of Hω
0 is the bilinear form associated

to the constant function with value 2 on X1. By Lemma 3.15, it is also
the bilinear form associated to the constant function with value 2 on
Xk. Therefore, as Φw is non-negative, for any ε > 0, the bilinear form
Φwε associated to wε = w+ ε is coercive. Let, for any ε > 0 and j ≥ 1,
Kj
ε be the image j-dual prekernel of wε. Then, by Proposition A.8, for

any j ≥ 1, we have

Kj
ε −−→

ε→0
Kj

(where the convergence takes place in the finite-dimensional vector
space Kj of Γ-invariant j-dual prekernels). Fix j ≥ k+1. For ε > 0, as
wε is Euclidean, (Kj

ε , K
j−1
ε ) is the orthogonal extension of the (j − 1)-

dual kernel (Kj−1
ε , Kj−2

ε ). As the relations defining the orthogonal
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extension are linear, they are continuous, hence (Kj, Kj−1) is the or-
thogonal extension of the (j − 1)-dual kernel (Kj−1, Kj−2). □

7.4. From additive kernels to dual kernels. We are now ready to
prove that w may be recovered from its image k-dual kernel.

Theorem 7.17. Let k ≥ 2 and w be a symmetric Γ-invariant function
on Xk. Assume that Φw is non-negative on Hω

0 and let (K,K−) be its
image k-dual kernel. Then, there exists a Γ-invariant (K,K−)-compat-
ible function u on Xk−1 with w as its weight function.

Remark 7.18. Given k ≥ 2 and a Γ-invariant function w on Xk, there is
no direct way of deciding whether the bilinear form Φw is non-negative
on the infinite dimensional vector space Hω

0 . Theorem 7.6 and Theorem
7.17 say that Φw is non-negative if and only if we may write w as
the weight function of some Γ-invariant non-negative k-dual kernel.
Checking whether a k-dual kernel is non-negative is not of the same
order of difficulty, since it only requires to check whether bilinear forms
on finite-dimensional vector spaces are non-negative.

From this, we draw results on the structure of the symmetric bilinear
forms Φw. See Definitions 5.12 and 5.13 for the notion of an exact
kernel.

Corollary 7.19. Let k ≥ 2, w be a symmetric Γ-invariant function
on Xk and (K,K−) be a Γ-invariant exact k-dual kernel. Assume that
Φw is non-negative. Then (K,K−) is the image k-dual kernel of Φw if
and only if w is a weight function of (K,K−) and Hω

0 has dense range
in HK,K−

.

If H is a vector space and Φ is a non-negative symmetric bilinear
form on H, the space of all bounded linear functionals of H with respect
to Φ may be seen as the topological dual space of H/ ker Φ and comes
with a natural Hilbert space structure.

Corollary 7.20. Let k ≥ 2 and w be a symmetric Γ-invariant function
on Xk such that Φw is non-negative on Hω

0 . Let Uw ⊂ D(∂X) be the
space of φ in D(∂X) such that the linear functional T 7→ ⟨T, φ⟩ is
bounded with respect to Φw on Hω

0 . Then Uw is dense in the space of
all linear functionals on Hω

0 which are bounded with respect to Φw.

We also have a statement in case Φw is not necessarily non-negative.

Corollary 7.21. Let k ≥ 2 and w be a symmetric Γ-invariant function
on Xk. Then there exists a Γ-invariant k-dual kernel (K,K−) such
that, for any θ in Hω

0 , one has

q2jx (N j,∗
x θ,N j,∗

x θ) −−−→
j→∞

Φw(θ, θ).
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In particular, w is a weight function of (K,K−).

Let us now prove this results. In the coercive case, Theorem 7.17
will follow from the easy

Lemma 7.22. Let H be a Hilbert space with scalar product p and (Kℓ)
be decreasing sequence of closed subspaces of H with

⋂
ℓKℓ = {0}. For

any ℓ, let πℓ be the quotient map H → H/Kℓ. Then, for any x, y in
H, we have

(πℓ)⋆p(πℓx, πℓy) −−−→
ℓ→∞

p(x, y).

Proof. For any ℓ, let Hℓ be the orthogonal complement of Kℓ and θℓ be
the orthogonal projection onto Hℓ. Then (πℓ)⋆p(πℓx, πℓy) = p(θℓx, θℓy).
As
⋃
ℓHℓ is dense in H, θℓx and θℓy converge to x and y and the result

follows. □

Proof of Theorem 7.17 in case Φw is coercive. In that case, it follows
from Lemma 7.15 and Lemma 7.22 that, for any θ in Hω

0 , we have
Φw(θ, θ) = qK,K

−
(θ, θ).

Now, we use the theory in Section 6: we chose a (K,K−)-compatible
function u′ as in Definition 6.5 which is Γ-invariant (this is possible
as noticed in Remark 6.6) and we let w′ denote the associated weight
function. By Theorem 7.6, the form qK,K

−
is equal Φw′ on Hω

0 . Thus,
we get Φw = Φw′ on Hω

0 . By Corollary 7.4, this tells us that the
normalized smooth functions associated to w and w′ are cohomologu-
ous. Equivalently, by Lemma 3.13, there exists a Γ-invariant skew-
symmetric function v on Xk−1 such that, for any (x, y) in Xk, one has
w(x, y) = w′(x, y) + v(x, y1) − v(x1, y), where as usual x1 and y1 are
the neighbours of x and y on [xy]. We set u(x, y) = u′(x, y) + v(x, y)
for any (x, y) in Xk−1. As v is skew-symmetric, by Definition 6.5, u
is still a (K,K−)-compatible function and by Definition 6.7, its weight
function is w. □

The proof in the general case will rely on the same approximation
argument as the proof of Lemma 7.15. We will also need

Lemma 7.23. Let k ≥ 2 and (K,K−) be a Γ-invariant k-dual kernel.
Then the map u 7→ w is an affine isomorphism between the space of
Γ-invariant (K,K−)-compatible functions and the space of Γ-invariant
weight functions.

Proof. We need to prove that this map is injective. Let u and u′ be
Γ-invariant (K,K−)-compatible functions on Xk−1 with the same asso-
ciated weight function. Then, as both u and u′ are (K,K−)-compatible,
the function u′′ = u′−u is skew-symmetric. As u and u′ have the same
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weight function, for any (x, y) in Xk, we have u′′(x, y1) + u′′(y, x1) =
0 (where x1 and y1 are the neighbours of x and y on [xy]), hence
u′′(x, y1) = u′′(x1, y). In particular, the smooth function s = (xh)h∈Z 7→
u′′(x0, xk−1) is invariant under the shift map of Section 2. By Propo-
sition 2.3, it is constant. Hence u′′ is constant and, as it is skew-
symmetric, it is zero, which should be proved. □

Proof of Theorem 7.17 in the general case. As in the proof of Lemma
7.15, we set wε = w + ε for ε > 0, so that the bilinear form Φwε is
coercive and, by Proposition A.8, we have (Kε, K

−
ε ) −−→

ε→0
(K,K−),

where (Kε, K
−
ε ) is the image k-dual kernel of wε. By the coercive case,

for ε > 0, there exists a Γ-invariant (Kε, K
−
ε )-compatible function uε

on Xk−1 such that wε is the associated weight function.
We claim that uε has a limit u as ε → 0 which is a (K,K−)-

compatible function and the associated weight function is w, which
finishes the proof. Indeed, from Lemma 7.23, we know that the map
(K,K−, u) 7→ (K,K−, w) is a linear isomorphism from the space of
Γ-invariant triples (K,K−, u) where (K,K−) is a k-dual kernel and u
is a (K,K−)-compatible function onto the space of Γ-invariant triples
where w is a weight function. As all the involved spaces are finite-
dimensional this linear isomorphism is a homeomorphism and the claim
follows. □

Proof of Corollary 7.19. This is a direct consequence of Theorem 7.6,
Theorem 7.17 and Lemma B.7. □

Proof of Corollary 7.20. Let (K,K−) be the image k-dual kernel of Φw.
Then, by Theorem 7.6 and Theorem 7.17, the restriction of qK,K

−
to

Hω
0 is Φw and, by Corollary 7.19, Hω

0 has dense range in HK,K−
. Thus,

we must show that Uw has dense range in the topological dual space
of HK,K−

. As, by Proposition 5.18, HK,K−
is complete with respect

to qK,K
−

, this amounts to proving that the orthogonal space of Uw in
HK,K−

is 0. In other words, if U⊥w is the space of those T in LK,K
−

such that ⟨T, φ⟩ = 0 for any φ in Uw, we must show that we have
U⊥w ⊂ ker qK,K

−
.

We fix x in X and, for ℓ ≥ 1, we let, as in Subsection 5.4, N ℓ
x denote

the natural linear operator V ℓ(x) → D(∂X). We also set Uℓ to be the

orthogonal space of ker((N ℓ,∗
x )⋆Φw) in V

ℓ
(x) (where as usual, we have

identfied V
ℓ
(x) with the dual space of V ℓ

0 (x)). Now, one easily checks
that one has Uw =

⋃
ℓ≥1N

ℓ
xUℓ so that a distribution T belongs to Uw

if and only if, for any ℓ ≥ 1, N ℓ,∗
x T belongs to ker((N ℓ,∗

x )⋆Φw) and we
are done since (K,K−) is the image k-dual kernel of Φw. □
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Proof of Corollary 7.21. The set of Γ-invariant symmetric functions w′

on Xk with Φw′ coercive is non-empty, as it contains the constant posi-
tive functions. Since it is an open convex cone in the finite-dimensional
vector space of symmetric Γ-invariant functions on Xk, any such func-
tion w may be written as a difference w′ − w′′, where Φw′ and Φw′′

are coercive. By Theorem 7.17, we can find non-negative Γ-invariant
k-dual kernels (K ′, (K ′)−) and (K ′′, (K ′′)−) which admit w′ and w′′ as
weight functions. Therefore, w is a weight function of the dual ker-
nel (K,K−) = (K ′ − K ′′, (K ′)− − (K ′′)−). The convergence follows
from Theorem 7.6 (or from Corollary 7.9). Note that, as soon as this
convergence takes place, w must be a weight function of (K,K−) by
Corollary 7.4. □

8. The weight map

Our aim now will be to give a characterization of those dual kernels
which are the image kernels of a Γ-invariant function w with non-
negative associated bilinear form on Hω

0 , or equivalently of those exact
dual kernels (K,K−) such that Hω

0 has dense range in HK,K−
. This

will require us to go back to the language of Section 6 and to study
more carefully the map that sends a dual kernel to its weight functions.

More precisely, for k ≥ 2, let as above Kk denote the real vector space
of Γ-invariant k-dual kernels (which is finite-dimensional since Γ\X is
finite). We also let Wk denote the quotient space of the space of sym-
metric Γ-invariant real valued functions on Xk by the space of functions
of the form (x, y) 7→ u(x, x1) + u(y, y1), where u is a skew-symmetric
Γ-invariant function on Xk−1 and x1 and y1 are the neighbours of x
and y on [xy]. By Lemma 3.13, the space Wk may be seen as a space
of cohomology classes of smooth functions on Γ\S . By Definitions
6.5 and 6.7, if (K,K−) is a Γ-invariant k-dual kernel, the set of its
Γ-invariant weight functions is an equivalence class in Wk. Thus, we
have a well-defined linear map Wk : Kk → Wk which we call the weight
map. We will now prove that it is surjective and describe its null space.

8.1. Surjectivity of the weight map. For Γ-invariant k-dual ker-
nels, surjectivity of the weight map follows from Corollary 7.21. In this
Subsection, we give a direct proof of this phenomenon by exhibiting
an explicit section of the weight map. This construction will be used
again in Section 11.
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We need new notation. Let k ≥ 1 and w be a symmetric function
on Xk. For any x, y in X with j = d(x, y) ≥ k, we set

∑
[xy]

w =

j−k∑
h=0

w(zh, zh+k),

where x = z0, z1, . . . , zk = y is the geodesic path from x to y. If
d(x, y) < k, we set

∑
[xy]w = 0.

We easily get

Lemma 8.1. Let k ≥ 1, w be a symmetric function on Xk, x, y be in
X with d(x, y) ≥ k+ 1 and x1, y1 be the neighbours of x and y on [xy].
We have ∑

[xy]

w +
∑
[x1y1]

w =
∑
[xy1]

w +
∑
[x1y]

w.

Now, let k ≥ 2 and let still w be a symmetric function on Xk. For
j ≥ k − 1, we define a j-dual prekernel Kw,j by setting, if j is even,
j = 2ℓ, ℓ ≥ 1, for any x in X and z, t in Sℓ(x),

Kw,j
x (z, t) =

∑
[zt]

w

and in the same way, if j is odd, j = 2ℓ+ 1, ℓ ≥ 0, for any x ∼ y in X
and z, t in Sℓ(x),

Kw,j
xy (z, t) =

∑
[zt]

w

For j = k, we simply write Kw for Kw,k. Note that Kw,k−1 = 0.
An elementary computation gives

Proposition 8.2. Let k ≥ 2 and w be a symmetric function on Xk.
Then, for any j ≥ k, the (j + 1)-dual kernel (Kw,j+1, Kw,j) is the
orthogonal extension of (Kw,j, Kw,j−1).

See Definition 5.7 for the meaning of the orthogonal extension of a
dual kernel.

Proof. Let temporarily (L,Kw,j) denote the orthogonal extension of
(Kw,j, Kw,j−1). We have to prove that L = Kw,j+1.

Assume j is even, j = 2ℓ, ℓ ≥ 1. We fix x ∼ y in X and z ̸= t in
Sℓ(xy). Let z1 and t1 be the neighbours of z and t on [zt]. If [xy] ⊂ [zt]
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and, for example, d(x, z) = ℓ = d(y, t), we have

Lxy(z, t) = Kw,j
x (z, t1) +Kw,j

y (z1, t) −Kw,j−1
xy (z1t1)

=
∑
[zt1]

w +
∑
[z1t]

w −
∑
[z1,t1]

w

=
∑
[zt]

w = Kw,j+1
xy (z, t),

where we have applied Lemma 8.1 to the segment [zt], which was pos-
sible since d(z, t) = j + 1 ≥ k + 1. Now, if [xy] ̸⊂ [zt] and for example
d(z, x) = d(t, x) = ℓ, we have

Kw,j
y (z1, t1) =

∑
[z1t1]

w = Kw,j−1
xy (z1, t1),

hence

Lxy(z, t) = Kw,j
x (z, t1) =

∑
[zt]

w = Kw,j+1
xy (z, t)

and we are done.
Assume j is odd, j = 2ℓ + 1, ℓ ≥ 1. We fix x in X and y ̸= z in

Sℓ+1(x) and we let as above y1, z1 be the neighbours of y and z on [yz].
If x belongs to [yz], we let a be the neighbour of x on [xy] and b be its
neighbour of [xz]. We have

Lx(y, z) = Kw,j
xa (y, z1) +Kw,j

xb (y, z1)

+
∑
c∼x

c/∈{a,b}

Kw,j
xc (y1, z1) − (d(x) − 1)Kw,j−1

x (y1, z1),

hence, as d(y, z) = j + 1 ≥ k + 1, by Lemma 8.1,

Lx(y, z) =
∑
[yz1]

w +
∑
[y1z]

w −
∑
[y1,z1]

w =
∑
[y,z]

w = Kw,j+1
x (y, z).

Now, if x /∈ [yz] and a is the neighbour of x with d(y, a) = d(z, a) = ℓ,
we have, for any b ∼ x, b ̸= a,

Kw,j
xb (y1, z1) =

∑
[y1z1]

w = Kw,j−1
x (y1, z1),

hence

Lx(y, z) = Kw,j
xa (y, z) =

∑
[yz]

w = Kw,j+1
x (y, z),

which should be proved. □
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Corollary 8.3. Let k ≥ 2 and w be a symmetric Γ-invariant function
on Xk. Then a function u on Xk−1 is (Kw, 0)-compatible if and only
if it is skew-symmetric. In particular, if u = 0, the associated weight
function is w.

Proof. By Definition 6.5 and Proposition 8.2, u is a (Kw, 0)-compatible
function if and only if, for any x, y in X with d(x, y) = k − 1 and any
parametrized geodesic line (zh)h∈Z with z0 = x and zk−1 = y,

u(x, y) + u(y, x) =
k−1∑
h=1

h−2∑
i=h+1−k

w(zi, zi+k) −
k−2∑
h=1

h−1∑
i=h+1−k

w(zi, zi+k).

In the right hand-side of the latter, the pairs (h, i) with 1 ≤ h ≤ k − 2
and h+ 1 − k ≤ i ≤ h− 2 appear twice. Thus, we get

u(x, y) + u(y, x) =
k−3∑
i=0

w(zi, zi+k) −
k−2∑
h=1

w(zh−1, zh+k−1) = 0,

that is, u is skew-symmetric.
Now, we let u be 0, so that, by Definition 6.7, the associated weight

function w′ must verify that, for any x, y in X with d(x, y) = k, if
(zh)h∈Z is a parametrized geodesic line with z0 = x and zk = y,

w′(x, y) =
k−1∑
h=1

h−1∑
i=h+1−k

w(zi, zi+k) −
k∑

h=1

h−2∑
i=h+1−k

w(zi, zi+k).

Again, in the right hand-side of the latter, the pairs (h, i) with 1 ≤ h ≤
k − 1 and h+ 1 − k ≤ i ≤ h− 2 appear twice and we get

w′(x, y) =
k−1∑
h=1

w(zh−1, zh+k−1) −
k−2∑
i=1

w(zi, zi+k) = w(x, y),

which should be proved. □

For Γ-invariant k-dual kernels, we retrieve Corollary 7.21.

Corollary 8.4. For any k ≥ 2, the weight map Wk : Kk → Wk is
surjective.

8.2. Pseudokernels. Now that we have proved that the weight map is
surjective, we will study its null space. This will be done by introducing
a new vector space Lk−1, together with an injective linear map Lk−1 ↪→
Kk from Lk−1 to the space of Γ-invariant k-dual kernels. The range of
Lk−1 under this map will exactly be the null space of the weight map.
The proof of this result will be the objective of the next subsections.

We start by defining a new notion. Again, we have to split the
definition according to the parity of k.
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Definition 8.5. (k odd) Let k be an odd integer, k = 2ℓ + 1, ℓ ≥ 0.
A k-pseudokernel is a family (Lxy)(x,y)∈X1 where for any (x, y) in X1,
Lxy is a symmetric function on Sℓ(xy) × Sℓ(xy) which is zero on the
diagonal. The symmetric bilinear form on V ℓ

0 (xy) associated to Lxy by
Lemma 5.1 is denoted by rLxy.

Remark 8.6. Note that in the odd case, although the set on which Lxy
is defined is symmetric in x and y, the function Lxy is not necessarily
equal to Lyx.

Definition 8.7. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1. A
k-pseudokernel is a family (Lxy)(x,y)∈X1 where for any (x, y) in X1, Lxy
is a symmetric function on Sℓ(x)×Sℓ(x) which is zero on the diagonal.
The symmetric bilinear form on V ℓ

0 (x) associated to Lxy by Lemma 5.1
is denoted by rLxy.

Remark 8.8. Note that in the even case, although the set on which Lxy
is defined only depends on x, the function Lxy a priori also depends on
the choice of a neighbour y of x.

As for dual kernels, when this will be convenient, we will sometimes
think to the Lxy as being locally constant functions on ∂X × ∂X.

For any k ≥ 1, we define Lk as the vector space of Γ-invariant k-
pseudokernels. Let us build a linear map from Lk to Kk+1.

Definition 8.9. (k odd) Let k be an odd integer, k = 2ℓ + 1, ℓ ≥ 0,
and L = (Lxy)(x,y)∈X1 be a k-pseudokernel. We define the (k + 1)-dual
kernel (K,K−) associated to L by the formulae

Kx =
∑
y∼x

Lxy, x ∈ X,

K−xy = Lxy + Lyx, x ∼ y ∈ X.

Equivalently, the bilinear forms associated to (K,K−) verify

qKx =
∑
y∼x

(Iℓ,∗xy )⋆rLxy, x ∈ X,

qK
−

xy = rLxy + rLyx, x ∼ y ∈ X.

Definition 8.10. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1,
and L = (Lxy)(x,y)∈X1 be a k-pseudokernel. We define the (k + 1)-dual
kernel (K,K−) associated to L by the formulae

Kxy = Lxy + Lyx, x ∼ y ∈ X,

K−x =
1

d(x) − 1

∑
y∼x

Lxy, x ∈ X.
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Equivalently, the bilinear forms associated to (K,K−) verify

qKx = (J ℓ,∗xy )⋆rLxy + (J ℓ,∗yx )⋆rLyx, x ∼ y ∈ X,

qK
−

x =
1

d(x) − 1

∑
y∼x

rLxy, x ∈ X.

This construction defines an injective linear map Lk ↪→ Kk+1.

Proposition 8.11. Let k ≥ 1 and L be a k-pseudokernel. If the asso-
ciated (k + 1)-dual kernel is 0, then L is zero.

The proof relies on a general property of symmetric bilinear forms
which are built through surjective maps.

Lemma 8.12. Let W0,W1, . . . ,Wd (d ≥ 2) be finite-dimensional real
vector spaces and, for 1 ≤ i ≤ d, let ϖi : Wi → W0 be a surjective
linear map. We set W to be the fibered product

{w = (w1, · · · , wd) ∈ W1 × · · · ×Wd|∀1 ≤ i, j ≤ d ϖi(wi) = ϖj(wj)}
and πi : W → Wi, 0 ≤ i ≤ d, to be the natural surjective linear map.
Assume q1, . . . qd to be symmetric bilinear forms on W1, . . . ,Wd and set
q = π⋆1q1 + · · · + π⋆dqd. Then we have q = 0 if and only if there exists
symmetric bilinear forms p1, . . . , pd on W0 with qi = ϖ⋆

i pi, 1 ≤ i ≤ d,
and p1 + · · · + pd = 0.

Proof. If p1, . . . , pd exist, then clearly q = 0. Let us prove the converse
statement.

Assume q = 0 and let us fix 1 ≤ i ≤ d. Let us show that there
exists a symmetric bilinear form pi on W0 with qi = ϖ⋆

i pi. In other
words, we claim that, if wi and w′i are in Wi and ϖi(wi) = ϖi(w

′
i),

then qi(wi, wi) = qi(w
′
i, w

′
i). Indeed, for any j ̸= i, pick wj in Wj with

ϖj(wj) = ϖi(wi) = ϖi(w
′
i) and let w and w′ be the unique elements of

W such that

πi(w) = wi and πi(w
′) = w′i;

πj(w) = wj and πj(w
′) = wj, j ̸= i.

As q(w,w) = q(w′, w′) = 0, we have

qi(wi, wi) = −
∑
j ̸=i

q(wj, wj) = qi(w
′
i, w

′
i),

which should be proved.
Now, for any 1 ≤ i ≤ d, we have built a symmetric bilinear form pi

on W0 with qi = ϖ⋆
i pi. In particular, we have 0 = q = π⋆0(p1 + · · ·+pd),

hence p1 + · · · + pd = 0. □
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We shall also need the easy

Lemma 8.13. Let A be a finite set with at least 3 elements and u be a
real-valued function on A. Assume that, for any real-valued function f
on A with

∑
a∈A f(a) = 0, we have

∑
a∈A u(a)f(a)2 = 0. Then u = 0.

Proof. Pick a ̸= b in A. By applying the assumption to f = 1a − 1b,
we get u(a) + u(b) = 0. Now, chose c in A with c ̸= a and c ̸= b, which
is possible since A has at least three elements. We get u(a) = −u(b) =
u(c) = −u(a), hence u(a) = 0, which should be proved. □

Proof of Proposition 8.11. We prove the statement by induction on k ≥
1.

If k = 1, the data of a 1-pseudokernel L is equivalent to the data
of the function u : (x, y) 7→ Lxy(x, y) on X1. Now, saying that the
2-dual kernel associated to L is zero implies that, for any x in X, the
quadratic form

f 7→
∑
y∼x

u(x, y)f(y)2

is zero on V 1
0 (x). By Lemma 8.13, we get u = 0 as required.

Assume now k ≥ 2 and the statement is proved for k − 1 and let us
prove that it is still true for k. Let L be a k-pseudokernel such that
the associated (k + 1)-dual kernel is 0.

If k is even, k = 2ℓ, ℓ ≥ 1, for any x ∼ y in X, we have

(J ℓ,∗xy )⋆rLxy + (J ℓ,∗yx )⋆rLyx = 0.

Hence, by Lemma 8.12, there exists a family (sxy)(x,y)∈X1 where, for

any (x, y) in X1, sxy is a symmetric bilinear form on V ℓ−1
0 (xy) with

rLxy = (Iℓ−1,∗xy )⋆sxy and sxy + syx = 0. Equivalently, there exists a
(k − 1)-pseudokernel M such that Lxy = Mxy and Mxy + Myx = 0,
(x, y) ∈ X1. As the (k + 1)-dual kernel associated to L is zero, we also
get

∑
y∼xMxy = 0, x ∈ X, hence the k-dual kernel associated to M is

zero. By induction, we get M = 0 and therefore L = 0.
In the same way, if k is odd, k = 2ℓ + 1, ℓ ≥ 1, for any x in X, we

have ∑
y∼x

(Iℓ,∗xy )⋆rLxy = 0.

Hence, by Lemma 8.12, there exists a family (sxy)(x,y)∈X1 where for
any (x, y) in X1, sxy is a symmetric bilinear form on V ℓ

0 (x) with rLxy =

(J ℓ,∗xy )⋆sxy and we have
∑

y∼x sxy = 0, x ∈ X. Equivalently, there exists

a (k − 1)-pseudokernel M such that Lxy = Mxy, (x, y) ∈ X1, and∑
y∼xMxy = 0, x ∈ X. As the (k + 1)-dual kernel associated to L is

zero, we also get Mxy + Myx = 0, x ∼ y ∈ X, hence the k-dual kernel
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associated to M is zero. By induction, we get M = 0 and therefore
L = 0. □

8.3. Orthogonal extension of pseudokernels. For k ≥ 1, we have
embedded Lk as a subspace of Kk+1. Now, orthogonal extension defines
an injective linear map Kk+1 ↪→ Kk+2. We will show how the restric-
tion of orthogonal extension of dual kernels to pseudokernels may be
obtained as an intrinsinc linear map from Lk to Lk+1.

Definition 8.14. (k odd) Let k be an odd integer, k = 2ℓ + 1, ℓ ≥ 0.
If L is a k-pseudokernel, we define its orthogonal extension L+ as the
(k + 1)-pseudokernel such that

L+
xy =

∑
z∼x
z ̸=y

Lxz, (x, y) ∈ X1.

Equivalently, the symmetric bilinear forms associated to L+ are re-
lated to the ones associated to L by the formula

r+xy =
∑
z∼x
z ̸=y

(Iℓ,∗xz )⋆rxz, (x, y) ∈ X1.

Definition 8.15. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1.
If L is a k-pseudokernel, we define its orthogonal extension L+ as the
(k + 1)-pseudokernel such that

L+
xy = Lyx, (x, y) ∈ X1.

Equivalently, the symmetric bilinear forms associated to L+ are re-
lated to the ones associated to L by the formula

r+xy = (J ℓ,∗yx )⋆ryx, (x, y) ∈ X1.

The reader should beware the order of the variables!

Remark 8.16. The orthogonal extension map L 7→ L+ is injective. This
is obvious in the even case. In the odd case, if k = 2ℓ + 1, ℓ ≥ 0, and
L is a k-pseudokernel, for x ∼ y in X, one has∑

z∼x
z ̸=y

L+
xz = (d(x) − 1)Lxy + (d(x) − 2)L+

xy

and injectivity follows.

These definitions are justified by the

Proposition 8.17. Let k ≥ 1 and L be a k-pseudokernel, with associ-
ated (k + 1)-dual kernel (K,K−). Then the (k + 2)-dual kernel asso-
ciated to the orthogonal extension L+ of L is the orthogonal extension
(K+, K) of K.
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In other words, we have a commutative diagram

Lk
+−−−→ Lk+1y y

Kk+1
+−−−→ Kk+2,

where the horizontal arrows are orthogonal extensions.

Proof. The proof follows directly from the definitions. Let (H,H−) be
the (k + 2)-dual kernel associated to L+.

If k is odd, we have, for any x ∼ y in X,

Hxy = L+
xy + L+

yx =
∑
z∼x
z ̸=y

Lxz +
∑
t∼y
t̸=x

Lyt

=
∑
z∼x

Lxz +
∑
t∼y

Lyt − (Lxy + Lyx) = Kx +Ky −K−xy = K+
xy

and also, for any x in X,

H−x =
1

d(x) − 1

∑
y∼x

L+
xy =

1

d(x) − 1

∑
y∼x

∑
z∼x
z ̸=y

Lxz =
∑
z∼x

Lxz = Kx,

which should be proved.
If k is even, we have, for any x in X,

K+
x =

∑
y∼x

Kxy − (d(x) − 1)K−x =
∑
y∼x

(Lxy + Lyx) −
∑
y∼x

Lxy

=
∑
y∼x

Lyx =
∑
y∼x

L+
xy = Hx

and also, for any x ∼ y in X,

Kxy = Lxy + Lyx = L+
yx + L+

xy = H−xy,

and the result follows. □

8.4. Large extensions of pseudokernels. Recall that our goal is to
prove that the null space of the weight map is exactly the space of
pseudokernels. To do this, we will apply to pseudokernels the formal-
ism of Section 6 and prove that the weight functions of pseudokernels
are coboundaries. This requires us to associate to a k-pseudokernel L a
certain function on Xk. As for dual kernels, the definition of this func-
tion will use large orthogonal extensions of L. We start with describing
those extensions.
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The following result is an analogue for pseudokernels of Lemma 5.9
for dual kernels.

Lemma 8.18. Let k ≥ 1 and L be a k-pseudokernel. The orthogonal
extensions of L may be defined by the following formulae. Fix h ≥ 0
and x ∼ y in X. If k is odd, we have

Lk+2h
xy =

∑
z∈Sh+1(x)
x/∈[yz]

Lz−z.

If k is even, we have

Lk+2h
xy =

∑
z∈Sh+1(y)
y/∈[xz]

Lzz− .

Proof. Assume for example that k is odd and let us prove the result by
induction on h ≥ 0. For h = 0, there is nothing to prove. If the result
holds for h ≥ 0, then, by Definition 8.14, for x ∼ y in X, we have

Lk+2h+1
xy =

∑
z∼x
z ̸=y

Lk+2h
xz =

∑
z∼x
z ̸=y

∑
t∈Sh+1(x)
x/∈[zt]

Lt−t =
∑

t∈Sh+2(y)
y/∈[xt]

Lt−t.

The result follows since, by Definition 8.15, one has Lk+2h+2
xy = Lk+2h+1

yx .
□

This directly gives, by using again Definition 8.15 in the even case,

Corollary 8.19. Let k ≥ 1 and L be a k-pseudokernel. For x ∼ y in
X, we have

L2k−1
xy =

∑
z∈Sℓ+1(x)
x/∈[yz]

Lz−z, k = 2ℓ+ 1, ℓ ≥ 0.

L2k−1
xy =

∑
z∈Sℓ(x)
x/∈[yz]

Lzz− , k = 2ℓ, ℓ ≥ 1.

In particular, we get

Corollary 8.20. Let k ≥ 1 and L be a k-pseudokernel. For x ∼ y in
X and ξ, η in Uyx, we have L2k−1

xy (ξ, η) = 0.

Proof. If k is odd, k = 2ℓ+ 1, ℓ ≥ 0, by Corollary 8.19, we have

L2k−1
xy (ξ, η) =

∑
z∈Sℓ+1(x)
x/∈[yz]

Lz−z(ξ, η).
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By assumption, for z as above, the geodesic rays [zξ) and [zη) both
meet the sphere Sℓ(zz−) at x, hence Lz−z(ξ, η) = 0.

In the same way, if k is even, k = 2ℓ, ℓ ≥ 1, Corollary 8.19, gives

L2k−1
xy (ξ, η) =

∑
z∈Sℓ(x)
x/∈[yz]

Lzz−(ξ, η).

Now, for such a z, the geodesic rays [zξ) and [zη) both meet the sphere
Sℓ(z) at x, hence Lzz−(ξ, η) = 0. □

By applying Proposition 8.17, from Lemma 8.19, we get

Corollary 8.21. Let k ≥ 1 and L be a k-pseudokernel. The associated
dual prekernels may be defined by the following formulae. Fix h ≥ 0
and x ∼ y in X. If k is odd, we have

Kk+2h+1
x =

∑
z∈Sh+1(x)

Lz−z and Kk+2h
xy =

∑
z∈Sh(xy)

Lz−z.

If k is even, we have

Kk+2h+1
xy =

∑
z∈Sh(xy)

Lzz− and Kk+2h
x =

∑
z∈Sh(x)

Lzz− ,

where in the last equation, we assume h ≥ 1.

Proof. For example, let us proof the first formula. Definition 8.9,
Proposition 8.17 and Lemma 8.18 give

Kk+2h+1
x =

∑
y∼x

Lk+2h
xy =

∑
y∼x

∑
z∈Sh+1(x)
x/∈[yz]

Lz−z.

The formula follows as the sphere Sh+1(x) may be written as the dis-
joint union

Sh+1(x) =
⊔
y∼x

{z ∈ Sh+1(x)|x /∈ [yz]}.

□

8.5. Weight functions of pseudokernels. We will now prove that,
for k ≥ 2, the weight map is zero on the image of Lk−1 in Kk. This
will be achieved by giving an explicit formula for the compatible func-
tions and weight functions of pseudokernels. As mentioned above, this
requires the definition of a new function associated to a pseudokernel
whose existence is warranted by
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Lemma 8.22. Let k ≥ 1 and L be a k-pseudokernel. Let (x, y) be in
Xk and (zh)h∈Z be a parametrized geodesic line with z0 = x and zk = y.
Then, the quantity

L2k−1
z0z1

(z1−k, zk) = L2k−1
xz1

(z1−k, y)

only depends on x and y.

Proof. If k is odd, k = 2ℓ+ 1, ℓ ≥ 0, by Corollary 8.19, we have

L2k−1
z0z1

(z1−k, zk) =
∑

t∈Sℓ+1(z0)
z0 /∈[z1t]

Lt−t(z1−k, zk).

For t as above, the segment [z1−kt] meets the sphere Sℓ(tt−) at z0, hence
Lt−t(z1−k, zk) does not depend on the choice of the points (zh)h<0.

In the same way, if k is even, k = 2ℓ, ℓ ≥ 1, Corollary 8.19, gives

L2k−1
z0z1

(z1−k, zk) =
∑

t∈Sℓ(z0)
z0 /∈[z1t]

Ltt−(z1−k, zk).

Now, for such a z, the segment [z1−kt] meets the sphere Sℓ(t) at z0,
hence Lt−t(z1−k, zk) again does not depend on the choice of the points
(zh)h<0. □

We can define a natural function associated to a pseudokernel.

Definition 8.23. Let k ≥ 1 and L be a k-pseudokernel. We define its
pseudoweight v as the unique function on Xk such that, for any (x, y)
in Xk, one has

v(x, y) = L2k−1
z0z1

(z1−k, zk) = L2k−1
xz1

(z1−k, y),

where (zh)h∈Z is any parametrized geodesic line with z0 = x and zk = y.

Note that if L is Γ-invariant, so is v.
We now get a formula for weight functions of pseudokernels.

Proposition 8.24. Let k ≥ 1, L be a k-pseudokernel, v be the pseu-
doweight of L and (K,K−) be the (k + 1)-dual kernel associated to L.
Then a function u on Xk is (K,K−)-compatible if and only if, for any
(x, y) in Xk, one has

u(x, y) + u(y, x) = v(x, y) + v(y, x).

If u is such a function, the associated weight function w on Xk+1 veri-
fies, for any (x, y) in Xk+1,

w(x, y) = u(x, y1) + u(y, x1) − v(x, y1) − v(y, x1)

(where as usual x1 and y1 are the neighbours of x and y on [xy]).
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This directly implies

Corollary 8.25. Assume L is Γ-invariant. Then Wk(K,K
−) = 0.

Proof of Proposition 8.24. The proof relies on straightforward but te-
dious computations.

First, we establish the formula for u. Let (x, y) be in Xk and (zh)h∈Z
be a parametrized geodesic line with z0 = x and zk = y. Denote by ξ
and η the endpoints of (zh)h∈Z. By Definition 6.5, we have

u(x, y) + u(y, x) =
k∑

h=1

K2k−1
zh−1zh

(ξ, η) −
k−1∑
h=1

K2k
zh

(ξ, η).

By Proposition 8.17, we have,

K2k
a =

∑
b∼a

L2k−1
ab , a ∈ X,

and K2k−1
ab = L2k−1

ab + L2k−1
ba , a ∼ b ∈ X.

Therefore, we get

u(x, y) + u(y, x) =
k∑

h=1

(L2k−1
zh−1zh

(ξ, η) + L2k−1
zhzh−1

(ξ, η))

−
k−1∑
h=1

(L2k−1
zhzh−1

(ξ, η) + L2k−1
zhzh+1

(ξ, η)) −
k−1∑
h=1

∑
w∼zh

w ̸=zh−1,zh+1

L2k−1
zhw

(ξ, η).

By Corollary 8.20, in the right hand-side of the latter, the third sum
is zero, so that this equation gives

u(x, y) + u(y, x) = L2k−1
z0z1

(ξ, η) + L2k−1
zkzk−1

(ξ, η) = v(x, y) + v(y, x),

and we are done.
Now, we prove the formula for w. Let (x, y) be in Xk+1 and (zh)h∈Z

be a parametrized geodesic line with z0 = x and zk+1 = y. Still denote
by ξ and η its endpoints. By Definition 6.7, we have

w(x, y) = u(z0, zk) + u(zk+1, z1) +
k∑

h=1

K2k
zh

(ξ, η) −
k+1∑
h=1

K2k−1
zh−1zh

(ξ, η).

Again, by Proposition 8.17 and Corollary 8.20, this gives

w(x, y) = u(z0, zk) + u(zk+1, z1)

+
k∑

h=1

(L2k−1
zhzh−1

(ξ, η)+L2k−1
zhzh+1

(ξ, η))−
k+1∑
h=1

(L2k−1
zh−1zh

(ξ, η)+L2k−1
zhzh−1

(ξ, η)).



ADDITIVE REPRESENTATIONS 105

We get

w(x, y) = u(z0, zk) + u(zk+1, z1) − L2k−1
z0z1

(ξ, η) − L2k−1
zk+1zk

(ξ, η)

= u(x, y1) + u(y, x1) − v(x, y1) − v(y, x1)

as required. □

8.6. Weight functions of orthogonal extensions. Thanks to Pro-
position 8.24 and Corollary 8.25, we know that the weight map is 0
on pseudokernels. It remains to show the converse statement, that if
a k-dual kernel admits a weight function which is a coboundary, then
this dual kernel is the one associated to some (k − 1)-pseudokernel.
Here, by a coboundary, we mean in the sense of cohomology following
from Lemma 3.13.

Our strategy will be to start by a weaker statement, namely that
if a k-dual kernel admits a weight function (and hence has all its
weight functions) of the form (x, y) 7→ v(x, y1) + v(y, x1) for some non-
necessarily skew-symmetric function v on Xk−1, then it must be the
sum of a pseudokernel with an orthogonal extension. As a preliminary,
the purpose of this subsection is to prove that the weight functions of
orthogonal extensions are actually of this form.

Proposition 8.26. Let k ≥ 2 and (K,K−) be a k-dual kernel with
orthogonal extension (K+, K). Let u be a (K,K−)-compatible function
and w be the associated weight function for (K,K−). Then a function
u+ on Xk is (K+, K)-compatible if and only if one has, for any (x, y)
in Xk,

u+(x, y) + u+(y, x) = w(x, y) + u(x1, y) + u(y1, x).

In that case, the associated weight function w+ for (K+, K) is defined
by, for any (x, y) in Xk+1,

w+(x, y) = u+(x, y1) + u+(y, x1) − u(x1, y1) − u(y1, x1).

Corollary 8.27. Let k ≥ 2 and (K,K−) be a k-dual kernel with or-
thogonal extension (K+, K). Let w be a weight function for (K,K−)
and w+ be a weight function for (K+, K). Then there exists a skew-
symmetric function v on Xk such that, for any (x, y) in Xk+1, one
has

w+(x, y) =
1

2
(w(x, y1) + w(x1, y)) + v(x, y1) − v(x1, y).

If (K,K−), w and w+ are Γ-invariant, one can chose v to be so.

In both statements, for x ̸= y in X, we have as usual denoted by x1
and y1 the neighbours of x and y on [xy].
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Note that, in Corollary 8.27, the functions w and w+ are related in
the same way as the functions w and w′ in Lemma 3.13.

Again, the proofs will follow from the definitions by straightforward
computations.

Proof of Proposition 8.26. By Definition 6.5, saying that the function
u+ is (K+, K)-compatible amounts to saying that, for any (x, y) in Xk,
if (zh)h∈Z is a parametrized geodesic line with z0 = x and zk = y, we
have

(8.1) u+(x, y) + u+(y, x) =
k∑

h=1

K2k−1
zh−1zh

(ξ, η) −
k−1∑
h=1

K2k
zh

(ξ, η),

where ξ and η are the endpoints of (zh)h∈Z. Now, for any 1 ≤ h ≤ k−1,
we have

K2k
zh

(ξ, η) = K2k−1
zh−1zh

(ξ, η) +K2k−1
zhzh+1

(ξ, η)

+
∑
t∼zh

t/∈{zh−1,zh+1}

K2k−1
zht

(ξ, η) − (d(zh) − 1)K2k−2
zh

(ξ, η).

This can be written as

K2k
zh

(ξ, η) = K2k−1
zh−1zh

(ξ, η) +K2k−1
zhzh+1

(ξ, η)

+ Sk−1,1zh
(ξ, η) −K2k−2

zh
(ξ, η),

where Sk−1,1zh
is as in Subsection 6.1. By Corollary 6.2, we have Sk−1,1zh

=
0 and hence (8.1) gives

u+(x, y) + u+(y, x) =
k−1∑
h=1

K2k−2
zh

(ξ, η) −
k−1∑
h=2

K2k−1
zh−1zh

(ξ, η).

As K2k−1
zh−1zh

= K2k−2
zh−1

+K2k−2
zh

−K2k−3
zh−1zh

, 2 ≤ h ≤ k − 1, we get

u+(x, y) + u+(y, x) =
k−1∑
h=2

K2k−3
zh−1zh

(ξ, η) −
k−2∑
h=2

K2k−2
zh

(ξ, η).

Now we use Definitions 6.5 and 6.7 for (K,K−), which give

u+(x, y) + u+(y, x) = (u(x, y1) + u(y1, x)) + (u(x1, y) + u(y, x1))

+ (w(x, y) − u(x, y1) − u(y, x1)),

that is

u+(x, y) + u+(y, x) = w(x, y) + u(y1, x) + u(x1, y),

which should be proved.
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For weight functions, the same computation yields, for any (x, y) in
Xk+1, any parametrized geodesic line (zh)h∈Z with endpoints ξ and η
and z0 = x and zk+1 = y,

w+(x, y) = u+(x, y1) + u+(y, x1) +
k−1∑
h=2

K2k−2
zh

(ξ, η) −
k∑

h=2

K2k−3
zh−1zh

(ξ, η)

= u+(x, y1) + u+(y, x1) − u(x1, y1) − u(y1, x1).

□

Proof of Corollary 8.27. Let u (resp. u+) be the (K,K−)-compatible
(resp. (K+, K)-compatible) function with w (resp. w+) as its weight
function. Fix (x, y) in Xk+1, let x1 and y1 be their neighbours on [xy]
and x2 and y2 be the neighbours of x1 and y1 on [x1y1]. Proposition
8.26 gives

w(x, y1) = u+(x, y1) + u+(y1, x) − u(x1, y1) − u(y2, x)

w(x1, y) = u+(x1, y) + u+(y, x1) − u(x2, y) − u(y1, x1)

w+(x, y) = u+(x, y1) + u+(y, x1) − u(x1, y1) − u(y1, x1),

hence

w+(x, y) − 1

2
(w(x, y1) + w(x1, y)) = v(x, y1) + v(y, x1),

where, for any (a, b) in Xk,

v(a, b) =
1

2
(u+(a, b) − u+(b, a) + u(b1, a) − u(a1, b)).

□

8.7. Split weight functions. Our goal is still to prove that if a dual
kernel admits a weight function which is a coboundary, then it is a
pseudokernel. As mentionned above, we will first prove a weaker ver-
sion of this statement which will play a key rule in the final proof. We
start by introducing a new notion.

Let k ≥ 2 and w be a symmetric function on Xk. We shall say that
w is split if there exists a function v on Xk−1 such that for any (x, y)
in Xk, one has w(x, y) = v(x, y1) + v(y, x1) (note that we don’t require
v to have any symmetry property).

By Definition 6.7, if a dual kernel admits a split weight function,
all its weight functions are split. Proposition 8.24 and Corollary 8.27
tell us that the weight functions of a pseudokernel and those of an
orthogonal extension are split. We have a converse statement:
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Proposition 8.28. Let k ≥ 3 and (K,K−) be a k-dual kernel. Then
the weight functions of (K,K−) are split if and only if there exists
a (k − 1)-pseudokernel L, with associate k-dual kernel (J, J−), and a
(k − 1)-dual kernel (H,H−), with orthogonal extension (H+, H), such
that K = H+ + J and K− = H + J−.

Let k ≥ 2 and (K,K−) be a k-dual kernel. We begin the proof of
this fact by introducing a new function on Xk associated to (K,K−).

If k is even, k = 2ℓ, ℓ ≥ 1, we define the preweight of (K,K−) as the
function w− on Xk such that, for any (x, y) in Xk, w−(x, y) = Ka(x, y),
where a is the middle point of [xy], that is, a is the unique point of
[xy] with d(x, a) = ℓ = d(y, a).

If k is odd, k = 2ℓ + 1, ℓ ≥ 1, we define the preweight of (K,K−)
as the function w− on Xk such that, for any (x, y) in Xk, w−(x, y) =
Kab(x, y), where [ab] is the middle edge of [xy], that is, a and b are the
unique points of [xy] with d(x, a) = ℓ = d(y, b).

Remark 8.29. Note that the preweight actually does not depend on
K−.

Lemma 8.30. Let k ≥ 2, (K,K−) be a k-dual kernel, w− be the
preweight of (K,K−) and w be a weight function of (K,K−). Then
the function w − w− is split.

Proof. The proof of this fact follows from a careful rereading of the
proof of Lemma 6.3.

More precisely, it follows from this proof (in case j = k) that, for
any (x, y) in Xk and any k

2
≤ ℓ ≤ k − 1, the number

wℓ(x, y) =
ℓ∑

h=k−ℓ

K2ℓ
zh

(ξ, η) −
ℓ+1∑

h=k−ℓ

K2ℓ−1
zh−1zh

(ξ, η)

does not depend on the choice of a parametrized geodesic line (zh)h∈Z
with z0 = x and zk = y and endpoints ξ and η.

By Definition 6.7, the function w−wk−1 is split. We claim that, for
any k

2
≤ ℓ ≤ k−2, the function wℓ+1−wℓ is split. To prove this we will

use again the notation Sℓ,mz (ξ, η) which was introduced in Subsection
6.1. For any (x, y) in Xk−1, we set

vℓ(x, y) = Sℓ,1zk−ℓ−1
(ξ, η) +

1

2

ℓ∑
h=k−ℓ

Sℓ,1zh (ξ, η),

where x = z0, . . . , zk−1 = y is the geodesic path from x to y and (ξη) is
any geodesic line with [xy] ⊂ (ξη). It follows from Corollary 6.2 that
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vℓ(x, y) does not depend on the choice of (ξη). Now, Equation (6.2) in
the proof of Lemma 6.3 gives, for any (x, y) in Xk,

wℓ+1(x, y) = wℓ(x, y) + vℓ(x, y1) + vℓ(y, x1)

and wℓ+1 − wℓ is indeed split.
To conclude, it remains to compute wℓ for the lowest possible value

of ℓ.
If k is even and ℓ = k

2
, we have, for any (x, y) in Xk, if z is the middle

point of [xy] and a and b are the neighbours of z respectively on [xz]
and on [yz],

wℓ(x, y) = Kz(x, y) −K−az(x, y1) −K−bz(y, x1)

= w−(x, y) −Kaz(x, y1) −Kbz(y, x1),

hence wℓ − w− is split.
If k is odd and ℓ = k+1

2
, fix (x, y) in Xk and let [zt] be the middle

edge of [xy] (with d(x, z) = ℓ−1 = d(y, t)). Equation (6.1) in the proof
of Lemma 6.3 reads as

wℓ(x, y) = w−(x, y) − (d(z) − 1)K−z (x, y1) − (d(t) − 1)K−t (x1, y)

+
∑
a∼z
a/∈[xy]

Kaz(x1, y1) +
∑
b∼t
b/∈[xy]

Kbt(x1, y1).

In particular, wℓ − w− is split and the lemma follows. □

We have an abstract criterion for a bilinear form to split as a sum.

Lemma 8.31. Let W0,W1, . . . ,Wd (d ≥ 2) be finite-dimensional real
vector spaces and, for 1 ≤ i ≤ d, let ϖi : Wi → W0 be a surjective
linear map. We set W to be the fibered product

{w = (w1, · · · , wd) ∈ W1 × · · · ×Wd|∀1 ≤ i, j ≤ d ϖi(wi) = ϖj(wj)}
and πi : W → Wi, 0 ≤ i ≤ d, to be the natural surjective linear map.
For any 1 ≤ i ≤ d, we set Xi =

⋂
j ̸=i kerπj ⊂ W .

Let q be a symmetric bilinear form on W . Then there exists symmet-
ric bilinear forms q1, . . . qd on W1, . . . ,Wd with q = π⋆1q1 + · · · + π⋆dqd
if and only if, for any 1 ≤ i ̸= j ≤ d, the spaces Xi and Xj are
q-orthogonal, that is, q(Xi, Xj) = 0.

Proof. Clearly, if q = π⋆1q1 + · · · + π⋆dqd for some symmetric bilinear
forms q1, . . . qd on W1, . . . ,Wd, then for any i ̸= j, the spaces Xi and
Xj are q-orthogonal.

Conversely, assume this is the case and let us build q1, . . . qd. We
chose a subspace X0 of W such that the restriction of π0 to X0 is an
isomorphism onto W0. We then have W = X0 ⊕X1 ⊕ · · · ⊕Xd and, by
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assumption, if w = x0 + · · · + xd is in W , with xi ∈ Xi, 0 ≤ i ≤ d, one
has

q(w,w) =
d∑
i=0

q(xi, xi) + 2
d∑
i=1

q(x0, xi).

Now, for any 1 ≤ i ≤ d, the restriction of πi to X0 + Xi is an isomor-
phism onto Wi. Therefore, there exists a unique symmetric bilinear
form qi on Wi such that, for x0 in X0 and xi in Xi, one has

π⋆i qi(x0 + xi, x0 + xi) =
1

d
q0(x0, x0) + qi(xi, xi) + 2qi(x0, xi).

By construction, one has q = π⋆1q1 + · · · + π⋆dqd. □

Proof of Proposition 8.28. Let (K,K−) be a k-dual kernel which ad-
mits a split weight function. By Lemma 8.30, the preweight w− of
(K,K−) is split. We will show that this amounts to saying that one
can apply Lemma 8.31 to the bilinear forms associated to K. Fix a
function v on Xk−1 with w−(x, y) = v(x, y1) + v(y, x1), (x, y) ∈ Xk.

First assume k is odd, k = 2ℓ + 1, ℓ ≥ 1. Fix x, y in X. We claim
that the subspaces

ker J ℓ,∗xy and ker J ℓ,∗yx

of V ℓ
0 (xy) are qKxy-orthogonal. Indeed pick fx in ker J ℓ,∗yx and fy in

ker J ℓ,∗xy . We have

fx(b) = 0 b ∈ Sℓ(y) ∩ Sℓ+1(x)

fy(a) = 0 a ∈ Sℓ(x) ∩ Sℓ+1(y)∑
a∼a1
a/∈[xa1]

fx(a) = 0 a1 ∈ Sℓ−1(x) ∩ Sℓ(y)

∑
b∼b1
b/∈[yb1]

fy(b) = 0 b1 ∈ Sℓ−1(y) ∩ Sℓ(x).

Therefore, by Lemma 5.1,

qKxy(fx, fy) = −1

2

∑
a∈Sℓ(x)∩Sℓ+1(y)

b∈Sℓ(y)∩Sℓ+1(x)

w−(a, b)fx(a)fy(b)

= −1

2

∑
a1∈Sℓ−1(x)∩Sℓ(y)

b1∈Sℓ−1(y)∩Sℓ(x)

∑
a∼a1
a/∈[xa1]

∑
b∼b1
b/∈[yb1]

(v(a, b1) + v(b, a1))fx(a)fy(b) = 0.

By Lemma 8.31, we can find a family (sxy)(x,y)∈X1 , where, for any
(x, y), sxy is a symmetric bilinear form on V ℓ

0 (x) and qKxy = (J ℓ,∗xy )⋆sxy +
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(J ℓ,∗yx )⋆syx. In other words, there exists a (k − 1)-pseudokernel M with
Kxy = Mxy + Myx for any x ∼ y in X. This is not over since for the
moment there is no relation between K− and M . To correct this, we
set

Hx =
∑
y∼x

Mxy − (d(x) − 1)K−x x ∈ X,

Lxy = Mxy −Hx (x, y) ∈ X1

and we set H− = 0 and we consider (H,H−) = (H, 0) as a (k−1)-dual
kernel and L as a (k−1)-pseudokernel. Let (H+, H) be the orthogonal
extension of (H, 0) and (J, J−) be the k-dual kernel associated to L.
By construction, we have, for x ∼ y in X,

Kxy = Mxy +Myx = Lxy + Lyx +Hx +Hy = Jxy +H+
xy

and, for x in X,

K−x =
1

d(x) − 1

(∑
y∼x

Mxy −Hx

)

=
1

d(x) − 1

(∑
y∼x

(Lxy +Hx) −Hx

)
=

1

d(x) − 1

∑
y∼x

Lxy +Hx

= J−x +Hx,

which should be proved.
Now assume k is even, k = 2ℓ, ℓ ≥ 2, and let us proceed in the same

way. We fix x in X and we set, for y ∼ x,

Wy =
⋂
z∼x
z ̸=y

ker Iℓ−1,∗xz ⊂ V0(x).

We claim that these spaces are qKx -orthogonal to each other. Indeed,
for y ∼ x and fy in Wy, we have

fy(b) = 0 b ∈ Sℓ(x) ∩ Sℓ+1(y)∑
a∼a1
a/∈[xa1]

fy(a) = 0 a1 ∈ Sℓ−1(x) ∩ Sℓ−2(y).
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Now pick y ̸= z among the neighbours of x and chose fy in Wy and fz
in Wz. Again by Lemma 5.1, we have

qKx (fy, fz) = −1

2

∑
a∈Sℓ(x)∩Sℓ−1(y)

b∈Sℓ(x)∩Sℓ−1(z)

w−(a, b)fy(a)fz(b)

= −1

2

∑
a1∈Sℓ−1(x)∩Sℓ−2(y)

b1∈Sℓ−1(x)∩Sℓ−2(z)

∑
a∼a1
a/∈[xa1]

∑
b∼b1
b/∈[xb1]

(v(a, b1) + v(b, a1))fy(a)fz(b) = 0.

By Lemma 8.31, we can now find a (k− 1)-pseudokernel M with Kx =∑
y∼xMxy. We set

Hxy = Mxy +Myx −K−xy x ∼ y ∈ X

Lxy = Mxy −Hxy x ∈ X.

Again, we let (H+, H) denote the orthogonal extension of the (k − 1)-
dual kernel (H, 0) and (J, J−) the k-dual kernel associated to the (k−1)-
pseudokernel L and we have, for any x in X,

Kx =
∑
y∼x

Mxy =
∑
y∼x

Lxy +
∑
y∼x

Hxy = Jx +H+
x

and, for x ∼ y,

K−xy = Mxy +Myx −Hxy = Lxy + Lyx +Hxy = J−xy +Hxy,

which should be proved. □

8.8. The null space of the weight map. We are now ready to con-
clude:

Theorem 8.32. Let k ≥ 2 and (K,K−) be a k-dual kernel. Then the
following are equivalent.
(i) There exists a skew-symmetric function v on Xk−1 such that the
function (x, y) 7→ v(x, y1) + v(y, x1) on Xk is a weight function of
(K,K−) (where as usual, for (x, y) in Xk, x1 and y1 are the neighbours
of x and y on [xy]).
(ii) There exists a (k − 1)-pseudokernel L such that (K,K−) is the k-
dual kernel associated to L.
In case (K,K−) is Γ-invariant, the function v in (i) may be chosen to
be Γ-invariant.

In other words, for Γ-invariant kernels, we have

Corollary 8.33. For any k ≥ 2, the null space of the weight map
Kk → Wk is the space Lk−1 of (k − 1)-pseudokernels.
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We will need the elementary

Lemma 8.34. Let k ≥ 2 and φ be a function on Xk such that, for any
(x, y) in Xk+1, one has φ(x, y1) + φ(y, x1) = 0. Then, there exists a
skew-symmetric function ψ on Xk−1 such that, for any (x, y) in Xk−1,
one has φ(x, y) = ψ(x1, y).

Proof. Fix (x, y) in Xk−1. Let z be a neighbour of y that is not on [xy].
If t is a neighbour of x that is not on [xy], we have φ(t, y) = −φ(z, x),
hence this value does not depend on t. We define it as ψ(x, y). By
construction, ψ is skew-symmetric and we are done. □

Proof of Theorem 8.32. (ii)⇒(i) is Proposition 8.24.
We prove (i)⇒(ii) by induction on k ≥ 2.
First assume k = 2. Pick a 2-dual kernel (K,K−) which satisfies the

assumptions. In this case, a function u on X1 is (K,K−)-compatible if
and only if, for any x ∼ y in X, one has

u(x, y) + u(y, x) = K−xy(x, y).

Now, by assumption, there exists such a function u as well as a skew-
symmetric function v on X1 such that, for any x in X any y ̸= z in
S1(x), one has

v(y, x) + v(z, x) = u(y, x) + u(z, x) +Kx(y, z) −K−xy(x, y) −K−xz(x, z)

= −u(x, y) − u(x, z) +Kx(y, z).

We define a 1-pseudokernel by setting, for any (x, y) in X1, Lxy(x, y) =
v(y, x) + u(x, y). The relations above directly imply that (K,K−) is
the 2-dual kernel associated to L.

Assume now k ≥ 3 and the result is true for k − 1. Again we
chose a k-dual kernel (K,K−) which satisfies the assumptions of the
Theorem, that is, there exists a skew-symmetric function v on Xk−1
such that the functon (x, y) 7→ v(x, y1) + v(y, x1) on Xk is a weight
function of (K,K−). In particular, this weight function is split, hence,
by Proposition 8.28, there exists a (k−1)-pseudokernel L and a (k−1)-
dual kernel (H,H−) such that (K,K−) is the sum of the k-dual kernel
associated with L and of the orthogonal extension (H+, H) of (H,H−).
To conclude, it suffices to prove that (H,H−) is the (k−1)-dual kernel
associated to some (k − 2)-pseudokernel. We will get this by applying
the induction hypothesis to (H,H−). To this aim, we chose a weight
function w on Xk−1 for (H,H−). By Proposition 8.24, Corollary 8.27
and the assumption, there exists a skew-symmetric function v′ on Xk−1
such that, for any (x, y) in Xk, one has

w(x, y1) + w(y, x1) = v′(x, y1) + v′(y, x1)
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(recall that weight functions are symmetric). By Lemma 8.34, there
exists a skew-symmetric function v′′ on Xk−2 such that, for any (x, y)
in Xk−1, one has

w(x, y) = v′(x, y) + v′′(x1, y).

As w is symmetric and v′ is skew-symmetric, we have

w(x, y) =
1

2
(v′′(x1, y) + v′′(y1, x)).

Now, the induction assumption tells us that (H,H−) is the (k−1)-dual
kernel associated to some (k − 2)-pseudokernel. By Propositon 8.17,
(H+, H) is the k-dual kernel associated to some (k − 1)-pseudokernel.
Therefore, (K,K−) also is of this form, which should be proved. □

9. Image dual kernels

For k ≥ 2, we have introduced in Definition 7.14 the notion of the
image dual kernel of a Γ-invariant function w on Xk such that the
symmetric bilinear form Φw on Hω

0 is non-negative. We will simply say
that a k-dual kernel (K,K−) is an image dual kernel if one can find
such a w with (K,K−) being the image dual kernel of w. Note that,
in view of Lemma A.4, this implies in particular that (K,K−) is not
only non-negative but exact in the sense of Definitions 5.12 and 5.13.

In the present Section, we will use the characterization of the null
space of the weight map obtained above to give a geometric criterion
for an exact dual kernel to be an image dual kernel.

9.1. Non-negative pseudokernels. We have the following natural

Definition 9.1. (k odd) Let k be an odd integer, k = 2ℓ + 1, ℓ ≥ 0,
and L be a k-pseudokernel. We say that L is non-negative if, for any
x ∼ y in X, the symmetric bilinear form rLxy associated to L on V ℓ

0 (xy)
is non-negative.

Definition 9.2. (k even) Let k be an even integer, k = 2ℓ, ℓ ≥ 1,
and L be a k-pseudokernel. We say that L is non-negative if, for any
x ∼ y in X, the symmetric bilinear form rLxy associated to L on V ℓ

0 (x)
is non-negative.

Recall that we write Kk, k ≥ 2, for the space of Γ-invariant k-dual
kernels and Lk, k ≥ 1, for the space of Γ-invariant k-pseudokernels. As
above, we let K+

k ⊂ Kk stand for the set of non-negative Γ-invariant
k-dual kernels. In the same way, we let L+

k ⊂ Lk stand for the set
of non-negative Γ-invariant k-pseudokernels. The sets K+

k and L+
k are

closed convex cones (see Proposition 5.14 in the former case). As in
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Section 8, for k ≥ 2, we identify Lk−1 with a subspace of Kk. Note that
there is no obvious relation between K+

k and L+
k−1. The main result of

this Section is

Theorem 9.3. Let k ≥ 2 and (K,K−) be in K+
k . Then (K,K−)+Lk−1

contains a unique image kernel (H,H−) and the (k − 1)-pseudokernel
L with (H,H−) = (K,K−) + L is non-negative. In particular, the
following are equivalent:
(i) (K,K−) is an image kernel.
(ii) we have ((K,K−) + L+

k−1) ∩ K+
k = (K,K−).

(iii) we have ((K,K−) + Lk−1) ∩ K+
k ⊂ (K,K−) − L+

k−1.

Let us explain the underlying ideas in this result. Given (K,K−)
as above, we pick a weight function w for (K,K−). Theorem 7.6 tells
us that the pre-Hilbert space of distributions associated to (K,K−)
contains Hω

0 and that the restriction of qK,K
−

to Hω
0 is equal to Φw.

In particular, Φw is non-negative. We let (H,H−) be its image dual
kernel. Theorem 7.17 tells us that w is a weight function for (H,H−).
Therefore, Theorem 8.32 tells us that (H,H−) belongs to (K,K−) +
Lk−1. Now, we would like to prove that (H,H−) actually belongs to
(K,K−) + L+

k−1. This is the main difficulty of the proof. Indeed,
from the construction, it is clear that, for any j ≥ k − 1, the dual
prekernel Hj −Kj is non-negative. But saying that the pseudokernel
(H −K,H− −K−) is non-negative (as a pseudokernel) is an a priori
stronger property. Therefore, the proof of this result will require us to
compare several notions of non-negativity.

9.2. Weakly non-negative pseudokernels. We introduce a new no-
tion of non-negativity for pseudokernels which will play a central role
in the proof of Theorem 9.3.

Let L be a k-pseudokernel. In Definitions 8.14 and 8.15, we have
introduced the orthogonal extension of L. If L is non-negative, its
orthogonal extension L+ is a non-negative (k+1)-pseudokernel, so that
all its successive orthogonal extensions Lj, j ≥ k, are non-negative.

As in Definitions 5.10 and 5.11, we shall say that a dual prekernel
is non-negative if the associated bilinear forms are non-negative. Let
(K,K−) be the (k + 1)-dual kernel associated to L and let Kj, j ≥ k,
be the dual prekernels obtained from (K,K−) by successive orthogonal
extensions. From Definitions 8.9 and 8.10, it is clear that if L is non-
negative, all the Kj, j ≥ k, are non-negative dual prekernels.

We shall need a weaker notion of non-negativity for pseudokernels.
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Definition 9.4. Let k ≥ 1 and L be a k-pseudokernel with associated
(k + 1)-dual kernel (K,K−). We say that L is weakly non-negative if
the dual prekernels Kj, j ≥ k, are non-negative.

The previous discussion directly gives

Lemma 9.5. Let k ≥ 1. Any non-negative k-pseudokernel is also
weakly non-negative.

The converse of this statement is not true. Nevertheless, for Γ-
invariant pseudokernels, we have a criterion for being weakly non-
negative which involves only finitely many kernels.

Proposition 9.6. Let k ≥ 1 and L be a Γ-invariant k-pseudokernel
with associated (k + 1)-dual kernel (K,K−). Then L is weakly non-
negative if and only if L2k−1 is non-negative and the dual prekernels
Kj, k ≤ j ≤ 2k − 3, are non-negative.

This technical result is the main ingredient of the proof of Theorem
9.3. One of the directions of the equivalence is easier to prove and
actually holds without assuming the kernel to be Γ-invariant. Indeed,
it will follow from the following general formula.

Lemma 9.7. Let k ≥ 2 and L be a k-pseudokernel. For any x in X,
we have

K2k−2
x =

1

d(x) − 1

∑
y∼x

L2k−1
yx .

For any j ≥ 0 and x ∼ y in X, we have

K2(j+k)−1
xy =

∑
z∈Sj(xy)

L2k−1
z−z and K2(j+k)

x =
∑

z∈Sj+1(x)

L2k−1
z−z .

In this statement, for j ≥ 1 and z in Sj(xy) we have denoted by
z− the neighbour of z in Sj−1(xy). For j = 0, we write x− = y and
y− = x.

Proof. As k ≥ 2, we have 2k − 2 ≥ k and Proposition 8.17 says that
K2k−2 is the (2k−2)-predual kernel associated to L2k−2. By Definitions
8.10 and 8.15, we get

K2k−2
x =

1

d(x) − 1

∑
y∼x

L2k−2
xy =

1

d(x) − 1

∑
y∼x

L2k−1
yx .

The other formulae follow from Proposition 8.17 and Corollary 8.21.
□

This gives a first direction in Proposition 9.6.
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Corollary 9.8. Let k ≥ 1 and L be a k-pseudokernel with associated
(k + 1)-dual kernel (K,K−). If L2k−1 is non-negative, then, for every
j ≥ max(k, 2k − 2), the j-dual prekernel Kj is non-negative.

Proof. If k = 1, there is nothing to prove since 2k − 1 = 1. If k ≥ 2,
the result directly follows from Lemma 9.7. □

9.3. Negative edges. To finish the proof of Proposition 9.6, we will
show that for Γ-invariant pseudokernels, the converse to Corollary 9.8
holds. In this Subsection, we begin by showing that, if L is a weakly
non-negative k-pseudokernel, for most of the edges (x, y), L2k−1

xy must
represent a non-negative symmetric bilinear form. This fact will rely
on the following abstract

Lemma 9.9. Let d ≥ 1 be an integer and V1, . . . , Vd be real vector
spaces. Set V = V1 ⊕ · · · ⊕ Vd. For 1 ≤ i ≤ d, we let φi be a non-zero
linear functional on Vi and qi be a symmetric bilinear form on Vi. We
set φ to be the linear functional φ1 + · · ·+φd and q to be the symmetric
bilinear form q1 + · · · + qd on V . Assume that q is non-negative on
the hyperplane kerφ of V . Then there exists at most one 1 ≤ i ≤ d
such that qi admits negative vectors. In that case the maximal negative
subspaces of qi have dimension one.

Proof. Assume there exists 1 ≤ i ̸= j ≤ d and vi in Vi and vj in Vj with
qi(vi, vi) < 0 as well as qj(vj, vj) < 0. Then q is negative definite on
the 2-plane W = Rvi ⊕ Rvj ⊂ V . As W ∩ kerφ is non zero, q can not
be non-negative on kerφ. Now, let i be such that qi admits negative
vectors. For the same reason as above, any negative subspace of Vi
must have zero intersection with kerφi, hence, it must be a line. □

From Lemma 9.9, we will deduce a geometric property of a certain
set of exceptional edges associated to a weakly negative pseudokernel.
Let N ⊂ X1 be a set of oriented edges of X. We will say that N meets
the spheres at most once if, for any x in X and h ≥ 1, we have

|{z ∈ Sh(x)|(z−, z) ∈ N}| ≤ 1.

Let k ≥ 1 and L be a k-pseudokernel. We define the set NL of nega-
tive edges of L as the set of those (x, y) in X1 such that the symmetric
bilinear form associated to L2k−1

xy on V k−1
0 (xy) has negative vectors.

Lemma 9.10. Let k ≥ 1 and L be a k-pseudokernel. Assume L is
weakly non-negative. Then the set NL of negative edges of L meets the
spheres at most once.
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Proof. For ℓ ≥ 0 and x ∼ y in X, we define the set Sℓ+(xy) as

Sℓ+(xy) = {x} ∪ {z ∈ Sℓ(y)|x /∈ [yz]}.

This is the boundary of a rooted subtree in X. We also define W ℓ(xy)
as the vector space of all real-valued functions on Sℓ+(xy) and as usual,

we let W
ℓ
(xy) denote the quotient of W ℓ(xy) by the space of constant

functions and W ℓ
0(xy) denote the space of those f in W ℓ(xy) with∑

z∈Sℓ
+(xy) f(z) = 0, which we identify in the usual way with the dual

space of W
ℓ
(xy).

Let k ≥ 1 and L be a k-pseudokernel. Pick x ∼ y in X. By Lemma
8.22, we may see L2k−1

xy as a symmetric function on Sk−1+ (xy)×Sk−1+ (xy)
which is zero on the diagonal. Thanks to Lemma 5.1, we associate to
it a symmetric bilinear form r+Lxy on the space W k−1

0 (xy). Note that,

saying that (x, y) belongs to NL is the same as saying that r+Lxy admits
negative vectors.

Now, let x, y be in X with x ̸= y and let still y− be the neighbour of
y on [xy]. Set h = d(x, y) ≥ 1 and pick ℓ ≥ 0. Then, we have a natural
injective linear map Hℓ

xy : W ℓ(y−y) → V h+ℓ(x) defined as follows. For

z in Sh+ℓ(x) and f in W ℓ(y−y), we set

Hℓ
xyf(z) =f(z) if y ∈ [xz]

Hℓ
xyf(z) =f(y−) else.

Note that saying that y belongs to [xz] amounts to saying that z belongs
to Sℓ+(y−y) or that y− does not belong to [yz]. One still let Hℓ

xy denote

the induced map W
ℓ
(y−y) ↪→ V

h+ℓ
(x).

Let still h ≥ 1 and ℓ ≥ 0. For x in X, one easily checks that, as
Sh+ℓ(x) may be written as the disjoint union

Sh+ℓ(x) =
⊔

y∈Sh(x)

{z ∈ Sℓ(y)|y− /∈ [yz]},

the space V
h+ℓ

(x) is spanned by the spaces Hℓ
xyW

ℓ
(y−y), y ∈ Sh(x),

and that the kernel of the surjective map⊕
y∈Sh(x)

Hℓ
xy :

⊕
y∈Sh(x)

W
ℓ
(y−y) → V

h+ℓ
(x)

is the line spanned by the vector
⊕

y∈Sh(x) 1y− . By duality, this tells us
that the adjoint map⊕

y∈Sh(x)

Hℓ,∗
xy : V h+ℓ

0 (x) →
⊕

y∈Sh(x)

W ℓ
0(y−y)
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is injective and that its range is the set of vectors
⊕

y∈Sh(x) fy in⊕
y∈Sh(x)W

ℓ
0(y−y) with

∑
y∈Sh(x) fy(y−) = 0. Therefore, we are in the

same situation as in Lemma 9.9. We will now introduce symmetric
bilinear forms in order to precisely apply this Lemma.

Let k ≥ 1 and L be a weakly nonnegative k-pseudokernel and still
let Kj, j ≥ k denote the associated dual prekernels. By Lemma 8.22
and Lemma 9.7, for any h ≥ 1 and x in X, we have

q2k+2h−2
x =

∑
y∈Sh(x)

(Hk−1,∗
xy )⋆r+Ly−y,

where q2k+2h−2
x is the symmetric bilinear form associated to K2k+2h−2

x

on V k+h−1
0 (x). By assumption, this symmetric bilinear form is non-

negative. By Lemma 9.9, at most one of the symmetric bilinear forms
r+Ly−y, y ∈ Sh(x), admits negative vectors, which should be proved. □

9.4. A mixing argument. In this Subsection, we will strenghten
Lemma 9.10 by showing that, if L is a weakly negative Γ-invariant
pseudokernel, the set NL of its negative edges must be empty. This
will require us to study a certain linear operator acting on the space of
Γ-invariant functions on edges.

Thus, let F1 be the vector space of all Γ-invariant functions on the
set of edges X1 of X. As Γ\X is finite, F1 has finite dimension. We
define an endomorphism of F1 by setting, for φ in F1 and x ∼ y in X,

Tφ(x, y) =
1

d(y) − 1

∑
z∼y
z ̸=x

φ(y, z).

Note that T1 = 1.
We will start by describing the adjoint operator of T . To this aim,

we will need to define a convenient scalar product on F1. In order to
deal with the case where Γ stabilizes an edge of X, we will use the
following elementary combinatorial result:

Lemma 9.11. Let A be a set and G be a group acting on A such
that, for any a in A, its stabilizer Ga in G is finite. Then, for any
non-negative G-invariant function φ on A2, we have∑

(a,b)∈G\A2

1

|Ga ∩Gb|
φ(a, b) =

∑
a∈G\A

1

|Ga|
φ(a),

where, for any a in A, φ(a) =
∑

b∈A φ(a, b).
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Recall that, with the notation of the Lemma, if φ is a G-invariant
function on A,

∑
a∈G\A φ(a) means the sum of φ on a system of repre-

sentatives in A of the elements of G\A (when this makes sense). See [2]
for related volume formulae in quotients of trees by discrete subgroups.

For any x in X, we still denote by Γx the stabilizer of x in Γ, which
is a finite subgroup of Γ. We define a scalar product on F1 by setting,
for any φ, ψ in F1,

⟨φ, ψ⟩ =
∑

(x,y)∈Γ\X1

1

|Γx ∩ Γy|
φ(x, y)ψ(x, y)

=
∑
x∈Γ\X

1

|Γx|
∑
y∼x

φ(x, y)ψ(x, y),

where the latter equality follows from Lemma 9.11.

Lemma 9.12. The adjoint operator of T with respect to the scalar
product on F1 is the operator T † such that, for any ψ in E and x ∼ y
in X,

T †ψ(x, y) =
1

d(x) − 1

∑
z∼x
z ̸=y

ψ(z, x).

Note that again T †1 = 1.

Proof. Let temporarily S stand for the operator defined in the state-
ment of the Lemma. For any φ, ψ in F1, we have, by Lemma 9.11,

⟨Tφ, ψ⟩ =
∑

(x,y)∈Γ\X1

1

|Γx ∩ Γy|
1

d(y) − 1

∑
z∼y
z ̸=x

φ(y, z)ψ(x, y)

=
∑
y∈Γ\X

1

|Γy|
1

d(y) − 1

∑
x,z∼y
x ̸=z

φ(y, z)ψ(x, y).

The same argument shows that the latter quantity also equals ⟨φ, Sψ⟩,
which should be proved. □

We are now ready to prove

Lemma 9.13. Let N ⊂ X1 be a set of oriented edges of X which meets
the spheres at most once. If N is Γ-invariant, it is empty.

The intuition of the Lemma is that the graph Γ\X is a discrete
analogue of a compact negatively curved Riemannian manifold. The
geodesic flow of such a manifold has mixing properties which imply
equidistribution properties of large spheres. Thus, the images in Γ\X
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of large spheres in X should satisfy an equidistribution property. We
now make this precise.

Proof. As every x in X has at least three neighbours, for any n ≥ 1,
we have, for x ∼ y in X,

T n1N(x, y) ≤ 2−n|{z ∈ Sn(y)|(z−, z) ∈ N}| ≤ 2−n,

hence T n1N −−−→
n→∞

0 in F1. Now, as T †1 = 1 by Lemma 9.12, we get

⟨1,1N⟩ = 0, that is by definition,∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
1N(x, y) = 0

and N = ∅. □

As announced, we can now conclude the

Proof of Proposition 9.6. Let L be Γ-invariant k-pseudokernel with as-
sociated dual prekernels Kj, j ≥ k.

Assume the dual prekernels Kj, k ≤ j ≤ 2k− 3 are non-negative. If
the (2k − 1)-pseudokernel L2k−1 is non-negative, by Corollary 9.8, the
dual prekernels Kj, j ≥ 2k − 2 are non-negative, hence L is weakly
non-negative.

Conversely, assume L to be weakly non-negative and let NL be its
set of negative edges. By Lemma 9.10, NL meets the spheres at most
once. Now, as L is Γ-invariant, NL is a Γ-invariant subset of X1. Thus,
by Lemma 9.13, NL is empty, which should be proved. □

9.5. A geometric criterion for image kernels. We will now use
Proposition 9.6 to prove Theorem 9.3. A key argument in the proof
will be

Lemma 9.14. Let k ≥ 2 be even, L be a (k − 1)-pseudokernel and
(K,K−) be a non-negative k-dual kernel. Assume that the k-pseudok-
ernel L+ is non-negative and that the k-dual kernel (K,K−) + L is
exact. Then L is non-negative.

Proof. Set ℓ = k
2
. As usual, for x in X denote by qKx the symmetric

bilinear form associated with Kx on V ℓ
0 (x) and, for x ∼ y in X, denote

by qK
−

xy and rLxy the symmetric bilinear forms associated to K−xy and Lxy
on V ℓ−1

0 (xy). Note that the symmetric bilinear form rL
+

xy associated to

L+
xy on V ℓ

0 (x) is defined by

rL
+

xy =
∑
z∼x
z ̸=y

(Iℓ−1,∗xz )⋆rLxz.
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As (K,K−) + L is exact, we have

(Iℓ−1,∗xy )⋆(q
K
x +

∑
z∼x

(Iℓ−1,∗xz )⋆rLxz) = qK
−

xy + rLxy + rLyx,

which gives, by Lemma A.6,

(Iℓ−1,∗xy )⋆(q
K
x + rL

+

xy ) = qK
−

xy + rLyx,

As L+ is non-negative, by Lemma A.5, we get

(Iℓ−1,∗xy )⋆q
K
x + (Iℓ−1,∗xy )⋆r

L+

xy ≤ qK
−

xy + rLyx,

hence
rLyx ≥ (Iℓ−1,∗xy )⋆q

K
x − qK

−

xy .

As (K,K−) is non-negative, we have (Iℓ−1,∗xy )⋆q
K
x ≥ qK

−
xy and therefore

rLyx is non-negative, which should be proved. □

Note that, if k is even and if L is a k-pseudokernel, L is non-negative
if and only if L+ is. Therefore, by an easy induction argument which
relies on Propositon 5.16 and Proposition 8.17, we get

Corollary 9.15. Let k ≥ 2, L be a (k − 1)-pseudokernel and (K,K−)
be a non-negative k-dual kernel. Assume that the j-pseudokernel Lj is
non-negative for some j ≥ k−1 and that the k-dual kernel (K,K−)+L
is exact. Then L is non-negative.

Together with Proposition 9.6, this gives

Corollary 9.16. Let k ≥ 2, L be a weakly non-negative Γ-invariant
(k−1)-pseudokernel and (K,K−) be a non-negative Γ-invariant k-dual
kernel. Assume that the k-dual kernel (K,K−) + L is exact. Then the
(k − 1)-pseudokernel L is non-negative.

We are now ready to conclude the

Proof of Theorem 9.3. Let (K,K−) be as in the setting a Γ-invariant
non-negative k-dual kernel. As in Proposition 5.18, we let LK,K

−
be the

space of distributions associated to (K,K−) equipped with its natural
non-negative symmetric bilinear form qK,K

−
. We chose a Γ-invariant

weight function w for (K,K−). By Theorem 7.6, we have Hω
0 ⊂ LK,K

−

and the restriction of qK,K
−

to Hω
0 is the bilinear form Φw from Section

3. We let (H,H−) be the image k-dual kernel of Φw, as in Definition
7.14. By Theorem 7.17, w is a weight function of (H,H−). Therefore,
by Corollary 8.33, there exists L in Lk−1 with (H,H−) = (K,K−) +L.

We claim that (H,H−) is the unique image kernel in (K,K−)+Lk−1
indeed, let w′ be a symmetric Γ-invariant function on Xk such that
Φw′ is non-negative on Hω

0 . If the image dual kernel of w′ belongs to
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(H,H−)+Lk−1, by Corollary 8.33 and Lemma 3.14, we have Φw = Φw′ ,
hence the image dual kernel of Φw′ is (H,H−).

We will now show that the (k − 1)-pseudokernel L is non-negative.
First, we show that it is weakly non-negative, as in Definition 9.4.

As usual, for j ≥ k − 1, we set Hj and Kj, to be the j-dual prek-
ernels associated to (H,H−) and (K,K−) by successive orthogonal
extensions. We claim that Hj −Kj is a non-negative dual prekernel.
Indeed, assume that j is even, j = 2ℓ, ℓ ≥ 1. Fix x in X and let, as
is Subsection 5.4, N ℓ

x be the natural linear operator V ℓ(x) ↪→ D(∂X).

By definition, we have qK,K
− ≥ (N ℓ,∗

x )⋆qK
j

x on LK,K
−

and, by Lemma

7.15, qH
j

x = (N ℓ,∗
x )⋆Φw. Thus, we get qH

j

x ≥ qK
j

x as required. The proof
is analoguous in the odd case.

Now, as (H,H−) is exact (see Lemma A.4), and (K,K−) is non-
negative, by Corollary 9.16, L is a non-negative (k − 1)-pseudokernel,
that is, L belongs to the cone L+

k . This finishes the proof of the first
part of the Proposition. The second part follows easily. □

9.6. The harmonic kernel. As an example of the use of Theorem
9.3, we will now apply it to show that the harmonic kernel (χ, χ−)
from Subsection 5.5 is an image kernel. Recall that this 2-dual kernel
is defined by

χx(y, z) = 2
d(x) − 1

d(x)
, x ∈ X, y ̸= z ∈ S1(x),

χxy(x, y) = 1, x ∼ y ∈ X.

By Proposition 5.21, the harmonic kernel is Euclidean.

Proposition 9.17. The harmonic kernel is an image kernel.

The proof will use the following elementary extension of Lemma 5.20,
which follows from a straight forward computation using Lemma A.10.

Lemma 9.18. Let A be a finite set with at least two elements, V0 be
the vector space of functions with zero sum on A and u be a positive
function on A. We set q to be the symmetric bilinear form

(f, g) 7→
∑
a∈A

u(a)f(a)g(a)

on V0. Then, for every a in A, if ea is the evaluation linear functional
f 7→ f(a) on V0, one has

(ea)⋆q = u(a)

(
1 − 1

u(a)S

)−1
,

where S =
∑

b∈A
1
u(b)

.
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Proof of Proposition 9.17. By Theorem 9.3, we must show that, if L is
a Γ-invariant non-negative 1-pseudokernel such that the 2-dual kernel
(χ, χ−) + L is non-negative, then L = 0. Now, for any x ∼ y in X,
the space V 0

0 (xy) is a line spanned by the vector 1y−1x and the linear
operator I0,∗xy sends a function f in V 1

0 (x) to f(y)(1y − 1x). Therefore,
by Lemma 5.20, Definition 8.9 and Lemma 9.18, we must show that, if
u is a Γ-invariant non-negative function on X1 such that, for any x ∼ y
in X, one has

(9.1) u(x, y) +
d(x) − 1

d(x)

≥ (1 + u(x, y) + u(y, x))

1 − 1(
u(x, y) + d(x)−1

d(x)

)
S(x)

 ,

where

S(x) =
∑
z∼x

1

u(x, z) + d(x)−1
d(x)

,

then necessarily u = 0.
Let us prove this claim. We let u and S be as above. From (9.1), we

get, for (x, y) in X1,
(9.2)

1 + u(x, y) + u(y, x) ≥
(
u(x, y) +

d(x) − 1

d(x)

)(
u(y, x) +

1

d(x)

)
S(x).

By setting

S(x, y) =
∑
z∼x
z ̸=y

1

u(x, z) + d(x)−1
d(x)

,

we have(
u(x, y) +

d(x) − 1

d(x)

)
S(x) = 1 +

(
u(x, y) +

d(x) − 1

d(x)

)
S(x, y)

and (9.2) becomes

1 − 1

d(x)
+ u(xy) ≥

(
u(x, y) +

d(x) − 1

d(x)

)(
u(y, x) +

1

d(x)

)
S(x, y),

or, equivalently, as u(x, y) + d(x)−1
d(x)

> 0,

(9.3)
1

S(x, y)
≥ u(y, x) +

1

d(x)
.
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Set m = max(x,y)∈X1 u(x, y). For x ∼ y in X1, we have

S(x, y) ≥ d(x) − 1

m+ d(x)−1
d(x)

,

hence, from (9.3),

m+
1

d(x)
≤
m+ d(x)−1

d(x)

d(x) − 1
=

m

d(x) − 1
+

1

d(x)
.

As d(x) ≥ 3, we get m = 0, which should be proved. □

We have just proved that the harmonic kernel is an image kernel or,
equivalently by Corollary 7.19, that the space Hω

0 is dense in the Hilbert
space of distributions Hχ,χ−

associated to (χ, χ−). In Proposition 10.13
below, we will show that these two spaces are actually equal.

10. Admissible kernels

We have described the image kernels. These are the dual kernels
which are the image kernels associated to a non-negative bilinear form
Φw, where w is a symmetric Γ-invariant function on Xk. We will now
focus on the case where Φw is coercive, that is where Φw defines on Hω

0

the same topology as the standard scalar product.
We will need to use again part of the language that was introduced in

Section 4. Recall in particular that a k-Euclidean field is a k-quadratic
field whose associated bilinear forms are positive definite (see Definition
4.18). To such a field, we have associated a k-dual kernel in Section 5,
where such dual kernels are called Euclidean dual kernels (see Definition
5.12 and Definition 5.13). The data of a Euclidean field or of the
associated Euclidean dual kernel are equivalent.

Definition 10.1. Let k ≥ 2 and p be a Γ-invariant k-Euclidean field,
with associated Euclidean k-dual kernel (K,K−). We shall say that
p and (K,K−) are admissible if there exists a symmetric Γ-invariant
function w on Xk such that Φw is coercive and (K,K−) is the image
dual kernel of w.

The purpose of this section is to give a criterion for a Γ-invariant
Euclidean field to be admissible which only involves finite-dimensional
spaces.

10.1. Convolution operators. In this subsection, we relate the fact
that a Euclidean field is admissible with the fact that a certain convo-
lution operator is bounded in ℓ2(X1). This will require us tu use again
the language of Section 4.
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Recall that X∗ stands for the space of pairs (x, y) in X2 with x ̸= y
and X1 for the pairs (x, y) in X2 with x ∼ y. If φ is a function on
X∗, we will associate to φ an operator Pφ acting on skew-symmetric
functions on X1 as follows. Given a finitely supported skew-symmetric
function ψ on X1, we set, for (x, y) in X1,

(10.1) Pφψ(x, y) =
∑

(a,b)∈X1

y,b∈[xa]

φ(x, a)ψ(b, a) −
∑

(a,b)∈X1

x,b∈[ya]

φ(y, a)ψ(b, a)

− 1

2
(φ(x, y) + φ(y, x))ψ(x, y),

which by construction is a skew-symmetric function on X1. Note that,
if φ is symmetric, for any x ̸= y in X, if x1 and y1 are the neighbours
of x and y on [xy], we have

(10.2) Pφ(1yy1 − 1y1y)(x, x1) = φ(x, y).

The operator Pφ was defined in order to warrant this latter property.
Note also that if φ is Γ-invariant, the operator Pφ commutes with the
action of Γ. In this case, we call Pφ the convolution operator of φ.

We let ℓ2−(X1) denote the Hilbert space of skew-symmetric square-
summable functions on X1. By (standard) abuse of language, we shall
say that Pφ is bounded on ℓ2−(X1) if there exists a constant C > 0 such
that, for every finitely supported skew-symmetric function ψ on X1,
one has ∥Pφψ∥2 ≤ C ∥ψ∥2.

Now, let k ≥ 2 and p be a k-Euclidean field. In Section 4 (see in
particular Subsection 4.6), we have associated to p a symmetric func-
tion φ∞p . This function describes the scalar product obtained from p

on D(∂X) by successive orthogonal extensions. Here comes a criterion
for p to be admissible.

Proposition 10.2. Let k ≥ 2 and p be a Γ-invariant k-Euclidean
field. Then p is admissible if and only if the convolution operator Pφ∞

p

is bounded in ℓ2−(X1).

Proof. First assume that p is admissible. Then, by definition, there ex-
ists a Γ-invariant symmetric function w on Xk such that the Euclidean
dual kernel (K,K−) associated to p (see Subsection 5.1) is the image
kernel of Φw (see Definition 7.14). Then, let Θ be the self-adjoint oper-
ator of Hω

0 which represents Φw. As Φw is coercive, Θ is invertible. For
θ in D(∂X), let θ∗ be the element of Hω

0 which represents the bounded
linear functional T 7→ T (θ) on Hω

0 . By Theorem 7.6 and Theorem
7.17, saying that (K,K−) is the image kernel of Φw amounts to saying
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that, for any θ1, θ2 in D(∂X), one has

p∞(θ1, θ2) = ⟨Θ−1θ∗1, θ∗2⟩.

Now let P be the linear map defined in Subsection 3.1: by Lemma 3.5,
P is an isomorphism from Hω

0 onto a closed subspace of ℓ2−(X1). Let
Π be the orthogonal projection from ℓ2−(X1) onto this subspace. By
construction of the map P , for any x ∼ y in X, for any T in Hω

0 , we
have

(10.3) T (1Uxy) = PT (x, y) = ⟨PT,1(x,y)⟩ =
1

2
⟨PT,1(x,y) − 1(y,x)⟩,

hence P(1∗Uxy
) = Π(1

2
(1(x,y) − 1(y,x))). Let Υ be the bounded operator

of ℓ2−(X1) such that, for ψ in ℓ2−(X1), we have Υψ = P(Θ−1T ) where
T is the distribution T in Hω

0 with P(T ) = Πψ. By construction, for
any a ∼ b and x ∼ y in X with b, y ∈ [ax], we have

⟨Υ(1(a,b) − 1(b,a)), (1(x,y) − 1(y,x))⟩ = 4p∞(1Uab
,1Uxy)

= −4φ∞p (a, x) = −2⟨Pφ∞
p

(1(a,b) − 1(b,a)), (1(x,y) − 1(y,x))⟩,

where we have used (10.2). By linearity, we get 2Pφ∞
p
ψ = −Υψ for any

skew-symmetric finitely supported function ψ on X1 and hence Pφ∞
p

is
bounded.

Let us keep the same notation and prove the converse statement. We
now assume that Pφ∞

p
is a bounded endomorphism of ℓ2−(X1). Note in

particular that (10.2) implies that Pφ∞
p

is self-adjoint. Besides, by
the description of the space PHω

0 in Lemma 3.5 and still by (10.2), a
direct computation shows that the range of Pφ∞

p
is contained in PHω

0 .
Therefore, there exists a bounded self-adjoint operator Ξ of Hω

0 such
that, for any ψ in ℓ2−(X1), one has Pφ∞

p
ψ = P(ΞT ) where T is the

distribution T in Hω
0 with P(T ) = Πψ. Pick θ in D(∂X). By (10.3)

above, as the 1Uxy , x ∼ y ∈ X, span D(∂X) as a vector space, we
can find a finitely supported skew-symmetric function ψ on X1 with
Πψ = Pθ∗. Now, (10.2) gives

p∞(θ, θ) = −⟨Pφ∞
p
ψ, ψ⟩ = −⟨Ξθ∗, θ∗⟩.

In particular, there exists C > 0 such that

(10.4) p∞(θ, θ) ≤ C ∥θ∗∥2

for any θ in D(∂X).
Let (K,K−) be the Euclidean k-dual kernel associated to p as in

Subsection 5.1 and HK,K−
be the Hilbert space of distributions as-

sociated to (K,K−) as in Subsection 5.4. We claim that the latter
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inequality implies the inclusion HK,K− ⊂ Hω
0 as spaces of distribu-

tions. Indeed, by Corollary 5.19, the space HK,K−
is exactly the

topological dual space of the space D(∂X), equipped with the scalar
product p∞. Hence, if T is a distribution in HK,K−

, we can find
C ′ > 0 with T (θ)2 ≤ C ′p∞(θ, θ), θ ∈ D(∂X). From (10.4), we get
T (θ)2 ≤ CC ′ ∥θ∗∥2, hence, for any skew-symmetric finitely supported
function ψ on X1, ⟨PT, ψ⟩2 ≤ CC ′ ∥Πψ∥2 ≤ CC ′ ∥ψ∥2. Therefore, PT
belongs to ℓ2(X1), that is, T belongs to Hω

0 as claimed.
By Theorem 7.6, we know that we have Hω

0 ⊂ HK,K−
and that the

inclusion map is bounded. We just proved that this inclusion map is
surjective, so that by the open mapping theorem it is an isomophism of
Banach spaces. Therefore, still by Theorem 7.6, if w is a weight func-
tion of (K,K−), the bilinear form Φw is coercive. Finally, we note that,
by Lemma B.7, as the dual kernel (K,K−) is exact, the bilinear forms
associated to (K,K−) are the images of the scalar product of HK,K−

by the natural surjective maps (see Definition 5.12 and Definition 5.13
for the notion of an exact kernel). Now we just proved that HK,K−

was
equal to Hω

0 and that the scalar product was a coercive bilinear form
Φw, so that by definition, the Euclidean field is admissible. □

10.2. Quadratic pseudofields. We will now look for a condition to
ensure that the convolution operator associated to a quadratic type
function obtained by successive orthogonal extensions is bounded. This
condition will use a recursive formula for such quadratic type functions.
To state this formula, we will need to use a new vector space which
can be seen as a concrete version of the dual space of the space Lk of
Γ-invariant k-pseudokernels.

Recall that, for any ℓ ≥ 0 and any x in X (resp. any x ∼ y in X),

the space V
ℓ
(x) (resp. V

ℓ
(xy)) is the quotient space of the space of

functions on Sℓ(x) (resp. Sℓ(xy)) by the line of constant functions.
Fix k ≥ 1. If k is odd, k = 2ℓ+ 1, ℓ ≥ 0, a k-quadratic pseudofield is

a family (sxy)(x,y)∈X1 such that, for any (x, y) in X1, sxy is a symmetric

bilinear form on V
ℓ
(xy). If k is even, k = 2ℓ, ℓ ≥ 1, a k-quadratic

pseudofield is a family (sxy)(x,y)∈X1 such that, for any (x, y) in X1, sxy

is a symmetric bilinear form on V
ℓ
(x). The space of all Γ-invariant

k-quadratic pseudofields is denoted by Mk. Let us identify Mk with
the dual space of Lk.

Let s = (sxy)(x,y)∈X1 be in Mk and L be in Lk, that is s is a Γ-
invariant k-quadratic pseudofield and L is a Γ-invariant k-pseudokernel.
For any (x, y) in X1, L defines a symmetric bilinear form rLxy on the
dual space of the space where sxy is defined. By making use of the
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quadratic duality from Appendix C, we get a well-defined real number
⟨rLxy, sxy⟩ which comes from the duality between these spaces. Now, to
define a duality between Lk and Mk, we need to average these numbers
over Γ\X1. As in Subsection 9.4, we just have to be careful to deal with
the case where Γ fixes some edges in X.

Recall that, for any x in X, we denote by Γx the stabilizer of x in Γ,
which is a finite subgroup of Γ. If s is in Mk and L is in Lk, we set

(10.5) ⟨L, s⟩ =
∑

(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨rLxy, sxy⟩.

By Lemma 9.11, we can also write

(10.6) ⟨L, s⟩ =
∑
x∈Γ\X

1

|Γx|
∑
y∼x

⟨rLxy, sxy⟩.

From now on, we shall use this duality to identify Mk with the dual
space of Lk.

As an example of the use of Formulae 10.5 and 10.6, we will com-
pute the adjoint operator of the orthogonal extension of Γ-invariant
pseudokernels which is a linear map Lk → Lk+1.

Let s = (sxy)(x,y)∈X1 be a (k + 1)-quadratic pseudofield. We define
the reduction s− of s which will be a k-quadratic pseudofield. If k is
odd, k = 2ℓ+1, ℓ ≥ 0, we let s− be the k-quadratic pseudofield defined
by

s−xy = (Iℓxy)
⋆
∑
z∼x
z ̸=y

sxz, (x, y) ∈ X1.

If k is even, k = 2ℓ, ℓ ≥ 1, we let s− be the k-quadratic pseudofield
defined by

s−xy = (J ℓxy)
⋆syx, (x, y) ∈ X1.

As announced, we get

Lemma 10.3. The reduction operator s 7→ s−,Mk+1 → Mk is the
adjoint operator of the orthogonal extension operator L 7→ L+,Lk →
Lk+1.

The proof is closely related to the one of Lemma 9.12.

Proof. Let s be a Γ-invariant (k+ 1)-quadratic pseudofield and L be a
Γ-invariant k-pseudokernel, with associated bilinear forms (rxy)(x,y)∈X1 .

First assume k is odd, k = 2ℓ + 1, ℓ ≥ 0. By the duality formula
(10.6), ⟨L+, s⟩ is the sum over Γ\X of the Γ-invariant function on X

x 7→ 1

|Γx|
∑
y∼x

⟨r+xy, sxy⟩.
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By definition, we have, for any (x, y) in X1, r
+
xy =

∑
z∼x
z ̸=y

(Iℓ,∗xz )⋆rxz, Thus,

for x in X, we have∑
y∼x

⟨r+xy, sxy⟩ =
∑
y,z∼x
y ̸=z

⟨(Iℓ,∗xz )⋆rxz, sxy⟩

=
∑
y,z∼x
y ̸=z

⟨rxz, (Iℓxz)⋆sxy⟩ =
∑
z∼x

⟨rxz, s−xz⟩,

where the second equality comes from Lemma C.2. Therefore, again by
the duality formula (10.6), ⟨L+, s⟩ = ⟨L, s−⟩, which should be proved.

Assume now k is even, k = 2ℓ, ℓ ≥ 1, so that we now have, for (x, y)
in X1, r

+
xy = (J ℓ,∗yx )⋆rxy. By the duality formula (10.5) and again by

Lemma C.2, ⟨L+, s⟩ is the sum over Γ\X1 of the Γ-invariant function
on X1

(x, y) 7→ 1

|Γx ∩ Γy|
⟨(J ℓ,∗yx )⋆rxy, sxy⟩ =

1

|Γx ∩ Γy|
⟨ryx, (J ℓyx)⋆sxy⟩,

which is also equal to ⟨L, s−⟩. □

10.3. Quadratic transfer operators. Recall that our aim is to give
a recursive formula for quadratic type functions obtained by successive
orthogonal extensions. This formula will involve the powers of a linear
operator acting on Γ-invariant quadratic pseudofields that we will now
define. We call these operators the quadratic transfer operators as
they are analoguous to the transfer operators of hyperbolic dynamics
studied for example in [30].

Let k ≥ 2 and p be a k-Euclidean quadratic field (which we do not
assume to be Γ-invariant for the moment).

Let x, y be in X with x ∼ y. With p (and its orthogonal extensions)

come Euclidean structures on the spaces V
ℓ
(x) and V

ℓ
(xy), for any ℓ ≥

0. In particular, the injective linear operators Iℓxy : V
ℓ
(xy) → V

ℓ+1
(x)

and J ℓxy : V
ℓ
(x) → V

ℓ
(xy) admit adjoint operators with respect to

these Euclidean structures. We denote these adjoint operators as

Iℓ,†pxy : V
ℓ+1

(x) → V
ℓ
(xy)

and J ℓ,†pxy : V
ℓ
(xy) → V

ℓ
(x).

These are surjective operators which heavily depend on p.
Let us now define the quadratic transfer operator Tp. Again, we need

to split the definition according to the parity of k.
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Definition 10.4. (k even) Let k ≥ 2 be an even integer, k = 2ℓ, ℓ ≥ 1
and p be a k-Euclidean field. If s = (sxy)(x,y)∈X1 is a (k − 1)-quadratic
pseudofield, we set, for any (x, y) in X1,

(Tps)xy =
∑
z∼x
z ̸=y

(Iℓ−1,†pxz Iℓ−1xy )⋆szx.

Definition 10.5. (k odd) Let k ≥ 3 be an odd integer, k = 2ℓ+1, ℓ ≥ 1
and p be a k-Euclidean field. If s = (sxy)(x,y)∈X1 is a (k − 1)-quadratic
pseudofield, we set, for any (x, y) in X1,

(Tps)xy = (J ℓ,†pyx J ℓxy)
⋆
∑
z∼y
z ̸=x

syz.

We will show later that, when p is Γ-invariant, it is is admissible if
and only if the spectral radius of Tp on Mk−1 is < 1. As a first step
towards this result, let us study the behaviour of Tp under orthogonal
extensions.

Lemma 10.6. Let k ≥ 2, p be a k-Euclidean field with orthogonal
extension p+ and s be a k-quadratic pseudofield. Then, if k is even,
k = 2ℓ, for any (x, y) in X1, we have

(Tp+s)xy = (Iℓ−1,†pxy )⋆s−yx.

If k is odd, k = 2ℓ+ 1, for any (x, y) in X1, we have

(Tp+s)xy = (J ℓ,†pxy )⋆
∑
z∼x
z ̸=y

s−xz.

In both cases, this gives in particular (Tp+s)
− = Tp(s

−).

Corollary 10.7. Assume p to be Γ-invariant. Then the spectrum of
Tp+ in Mk is the union of {0} and the spectrum of Tp in Mk−1.

Proof. By Remark 8.16, the orthogonal extension operator is injective
on pseudokernels. Therefore, by Lemma 10.3, the reduction map ϖk :
Mk → Mk−1 is surjective. Now, Lemma 10.6 implies that T+

p is 0 on
the null space of ϖk and that the endomorphism induced by Tp+ on
Mk/ kerϖk ≃ Mk−1 is conjugated to Tp. The result follows. □

The proof of Lemma 10.6 uses

Lemma 10.8. Let k ≥ 2 and p be a k-Euclidean field. For any ℓ ≥ k
2
,

for any x ∼ y in X, we have

J ℓ,†pyx J ℓxy = Iℓ−1yx Iℓ−1,†pxy .
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For any ℓ ≥ k−1
2
, for any x in X and any y, z in S1(x) with y ̸= z, we

have

Iℓ,†pxz I
ℓ
xy = J ℓxzJ

ℓ,†p
xy .

Proof. In the first case, this is a direct consequence of the fact that, un-

der the assumptions, the scalar product of the space V
ℓ
(xy) is obtained

from the scalar products on the subspaces J ℓxyV
ℓ
(x) and J ℓyxV

ℓ
(y) by

orthogonal extension.
In the same way, in the second case, this follows from the fact that the

scalar product of the space V
ℓ+1

(x) is obtained from the scalar products

on the subspaces IℓxyV
ℓ
(xy), y ∼ x, through orthogonal extension. □

Proof of Lemma 10.6. Assume k is even, k = 2ℓ. For x ∼ y in X, by
Lemma 10.8, we have J ℓ,†pyx J ℓxy = Iℓ−1yx Iℓ−1,†pxy . Plugging this relation in
the definition of Tp+ , we get

(Tp+s)xy = (Iℓ−1yx Iℓ−1,†pxy )⋆
∑
z∼y
z ̸=x

syz = (Iℓ−1,†pxy )⋆(Iℓ−1yx )⋆
∑
z∼y
z ̸=x

syz

= (Iℓ−1,†pxy )⋆s−yx.

This gives

(Tp+s)
−
xy = (Iℓ−1xy )⋆

∑
z∼x
z ̸=y

(Tp+s)xz = (Iℓ−1xy )⋆
∑
z∼x
z ̸=y

(Iℓ−1,†pxz )⋆s−zx = (Tps
−)xy.

Now, assume k is odd, k = 2ℓ + 1. For x in X, again by Lemma
10.8, we have Iℓ,†pxz I

ℓ
xy = J ℓxzJ

ℓ,†p
xy . Now, the definition of Tp+ gives

(Tp+s)xy = (J ℓ,†pxy )⋆
∑
z∼x
z ̸=y

(J ℓxz)
⋆szx = (J ℓ,†pxy )⋆

∑
z∼x
z ̸=y

s−xz.

Thus, we get

(Tp+s)
−
xy = (J ℓxy)

⋆(Tp+s)yx = (J ℓxy)
⋆(J ℓ,†pyx )⋆

∑
z∼y
z ̸=x

s−yz = (Tps
−)xy.

□

10.4. Computing quadratic type functions. We will now give a
formula for the quadratic type function associated to a Euclidean field.
Thanks to this formula, we will be able to relate the question whether
the associated convolution operator is bounded to the domination of
the spectral radius of the quadratic transfer operator.
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Proposition 10.9. Let k ≥ 2 and p be a Γ-invariant k-Euclidean field.
Assume that the associated quadratic transfer operator has spectral ra-
dius < 1 on the finite-dimensional vector space Mk−1 of Γ-invariant
(k − 1)-quadratic pseudofields. Then p is admissible.

As we already said, the converse is also true, but we will prove it
only later.

We now give our formula for the quadratic type function. To state
it, we need to introduce a new notation in order to avoid some possible
confusions. For x ̸= z in X and ℓ = d(x, z), we let 1xz denote the

characteristic function of {z}, viewed as an element of the space V
ℓ
(x).

In the same way, for x ∼ y and z in X, if ℓ = min(d(x, z), d(x, y)), we
let 1xyz denote the characteristic function of {z}, viewed as an element

of the space V
ℓ
(xy).

Lemma 10.10. Let k ≥ 2 and p be a k-Euclidean field. Let a, b be in
X with j = d(a, b) ≥ k and let c0 = a, c1, . . . , cj = b be the geodesic
path from a to b.

If k is even, k = 2ℓ, ℓ ≥ 1, we have
(10.7)
φ∞p (a, b) = −pcℓ(1cℓa , Iℓ−1cℓcℓ+1

Iℓ−1,†pcℓ+1cℓ
Iℓ−1cℓ+1cℓ+2

· · · Iℓ−1cj−ℓ−1cj−ℓ
Iℓ−1,†pcj−ℓcj−ℓ−1

1
cj−ℓ

b ).

If k is odd, k = 2ℓ+ 1, ℓ ≥ 1, we have

(10.8) φ∞p (a, b) = −pcℓcℓ+1
(1cℓcℓ+1

a ,

J ℓcℓ+1cℓ
J ℓ,†pcℓcℓ+1

J ℓcℓ+2cℓ+1
· · · J ℓcj−ℓcj−ℓ−1

J ℓ,†pcj−ℓ−1cj−ℓ
1
cj−ℓ−1cj−ℓ

b ).

Given p a k-Euclidean field, for a, b in X with d(a, b) = k, we directly
know how to compute the scalar product between 1a and 1b with re-
spect to p. The formulas in the lemma say that, when the distance is
greater than k, in order to compute the scalar product between 1a and
1b with respect to large orthogonal extensions of the Euclidean field p,
we can use the operators of Subsection 4.2 and their Euclidean adjoint
operators with respect to p to let the vector 1b travel along the segment
[ab] until it is close enough to 1a.

Proof. We fix j and we prove this result by descending induction on
k with 2 ≤ k ≤ j. For k = j, the result is the very definition of
φ∞p (a, b) = φp(a, b). Now, assume k ≤ j − 1 and the result is true for
k+1. By definition, we have φ∞p (a, b) = φ∞p+(a, b), so that we can apply
the induction assumption to compute this number.
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If k is even, k = 2ℓ, the induction assumption tells us that −φ∞p (a, b)

is the p+cℓcℓ+1
-scalar product of the vectors 1

cℓcℓ+1
a and

J ℓcℓ+1cℓ
J ℓ,†pcℓcℓ+1

J ℓcℓ+2cℓ+1
· · · J ℓcj−ℓcj−ℓ−1

J ℓ,†pcj−ℓ−1cj−ℓ
1
cj−ℓ−1cj−ℓ

b

in the space V
ℓ
(cℓcℓ+1). Now, we have

1cℓcℓ+1
a = J ℓcℓcℓ+1

1cℓa and 1
cj−ℓ−1cj−ℓ

b = J ℓcj−ℓcj−ℓ−1
1
cj−ℓ

b .

Therefore, by the definition of the adjoint operators, −φ∞p (a, b) is the
pcℓ-scalar product of the vectors 1cℓa and

J ℓ,†pcℓcℓ+1
J ℓcℓ+1cℓ

J ℓ,†pcℓcℓ+1
J ℓcℓ+2cℓ+1

· · · J ℓcj−ℓcj−ℓ−1
J ℓ,†pcj−ℓ−1cj−ℓ

J ℓcj−ℓcj−ℓ−1
1
cj−ℓ

b

in the space V
ℓ
(cℓ). By Lemma 10.8, for ℓ ≤ h ≤ j − ℓ− 1, we have

J ℓ,†pchch+1
J ℓch+1ch

= Iℓ−1chch+1
Iℓ−1,†pch+1ch

,

and (10.7) follows.
In the same way, if k is odd, k = 2ℓ + 1, the induction assumption

tells us that −φ∞p (a, b) is the p+cℓ-scalar product of the vectors 1
cℓ+1
a and

Iℓcℓ+1cℓ+2
Iℓ,†pcℓ+2cℓ+1

Iℓcℓ+2cℓ+3
· · · Iℓcj−ℓ−2cj−ℓ−1

Iℓ,†pcj−ℓ−1cj−ℓ−2
1
cj−ℓ−1

b

in the space V
ℓ+1

(cℓ+1). As we have

1cℓ+1
a = Iℓcℓ+1cℓ

1cℓcℓ+1
a and 1

cj−ℓ−1

b = Iℓcj−ℓ−1cj−ℓ
1
cj−ℓ−1cj−ℓ

b ,

by the definition of the adjoint operators, −φ∞p (a, b) is the pcℓcℓ+1
-scalar

product of the vectors 1
cℓcℓ+1
a and

Iℓ,†pcℓ+1cℓ
Iℓcℓ+1cℓ+2

Iℓ,†pcℓ+2cℓ+1
Iℓcℓ+2cℓ+3

· · · Iℓ,†pcj−ℓ−1cj−ℓ−2
Iℓcj−ℓ−1cj−ℓ

1
cj−ℓ−1cj−ℓ

b

in the space V
ℓ
(cℓcℓ+1). By Lemma 10.8, for ℓ ≤ h ≤ j− ℓ−2, we have

Iℓ,†pch+1ch
Iℓch+1ch+2

= J ℓch+1ch
J ℓ,†pch+1ch+2

and (10.8) follows. □

The main idea of the proof of Proposition 10.9 is to use quadratic
transfer operators in order to give a simpler form of (10.7) and (10.8).

Proof of Proposition 10.9. Assume k is even, k = 2ℓ, ℓ ≥ 1 and let us
define a Γ-invariant (k − 1)-quadratic pseudofield s. For any x ∼ y in

X, we set sxy to be the symmetric bilinear form on V
ℓ−1

(xy) such that,

for f in V
ℓ−1

(xy), one has

sxy(f, f) =
∑

a∈Sℓ(x)
y/∈[xa]

py(I
ℓ−1
xy f,1a)

2 =
∑

a∈Sℓ(x)
y/∈[xa]

p−xy(f, I
ℓ−1,†p
xy 1a)

2.
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By using Definition 10.4, where the quadratic transfer operator is con-
structed, and Lemma 10.10, we get, for any b in Sℓ(y) with x /∈ [yb],
for any n ≥ 0,

(T np s)xy(I
ℓ−1,†p
yx 1b, I

ℓ−1,†p
yx 1b) =

∑
a∈Sk+n+1(b)

[xy]⊂[ab]

φ∞p (a, b)2.

Therefore, if Tp has spectral radius < 1, we can find ρ < 1 such that∑
(a,b)∈Γ\X∗

ρ−d(a,b)φ∞p (a, b)2 <∞

(recall that Γ\X is finite). By Haagerup inequality (see Proposition
D.3), the convolution operator Pφ∞

p
is bounded in ℓ2−(X1). By Propo-

sition 10.2, the Euclidean field p is admissible.
Assume k is odd, k = 2ℓ + 1, ℓ ≥ 1. Now, we define a Γ-invariant

(k − 1)-quadratic pseudofield s by setting, for every x ∼ y in X and

every f in V
ℓ
(x),

sxy(f, f) =
∑

b∈Sℓ(y)
x/∈[yb]

pxy(J
ℓ
xyf,1b)

2 =
∑

b∈Sℓ(y)
x/∈[yb]

p−x (f, J ℓ,†pxy 1b)
2.

Now, using Definition 10.4 and Lemma 10.10 yields, for any a in Sℓ+1(x)
with y /∈ [xa], for any n ≥ 0, if z is the neighbour of x on [ax],

(T np s)xy(J
ℓ,†p
xz 1a, J

ℓ,†p
xz 1a) =

∑
b∈Sk+n+1(a)

[xy]⊂[ab]

φ∞p (a, b)2.

As above, if Tp has spectral radius < 1, we can find ρ < 1 such that∑
(a,b)∈Γ\X∗

ρ−d(a,b)φ∞p (a, b)2 <∞

and Proposition D.3 and Proposition 10.2 give the conclusion. □

10.5. The harmonic field. As an example and for further use, we
will apply the previous constructions and results to the harmonic kernel
from Subsections 5.5 and 9.6.

We start by giving a more explicit definition of the adjoint operators
in case k = 2. We keep using the notation of Lemma 10.10.

Lemma 10.11. Let p be a 2-Euclidean quadratic field. For any x ∼ y

in X and any f in V
1
(x), we have

I0,†pxy f =
px(f,1

x
y)

p−xy(1
xy
y ,1

xy
y )

1xyy .
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Proof. Indeed, in case k = 2, V
0
(xy) is a line which is spanned by 1xyy ,

I0xy sends 1xyy to 1xy and we have by definition px(1
x
y ,1

x
y) = p−xy(1

xy
y ,1

xy
y ).
□

Corollary 10.12. Let p be a 2-Euclidean field. Then the associated
quadratic type function φ∞p on X∗ may be computed as follows. Fix
x ̸= y in X.

If d(x, y) = 1, one has φ∞p (x, y) = φp−(x, y) = p−xy(1
xy
x ,1

xy
x ).

If d(x, y) = 2, one has φ∞p (x, y) = φp(x, y) = −pz(1zx,1zy), where z
is the middle point of [xy].

In general, if j = d(x, y) ≥ 2 and x = z0, z1, . . . , zj = y is the
geodesic path from x to y, one has

φ∞p (x, y) =

∏j−1
h=1 φp(zh−1, zh+1)∏j−2
h=1 φp−(zh, zh+1)

.

These formulae are closely related to the ones appearing in the work
of M lotkowski [28].

Proof. For j = 1, 2 this is the definition of φ∞p . Now, for j ≥ 3, note
that we have, by Lemma 10.11,

I0,†pzj−1zj−2
1zj−1
y =

pzj−1
(1

zj−1
y ,1

zj−1
zj−2)

p−zj−1zj−2
(1

zj−1zj−2
zj−2 ,1

zj−1zj−2
zj−2 )

1zj−1zj−2
zj−2

=
φp(zj−2, y)

φp−(zj−2, zj−1)
1zj−1zj−2
zj−1

,

where, in the second equality, we have used the relation 1
zj−1zj−2
zj−2 +

1
zj−1zj−2
zj−1 = 0. We obtain

I0zj−2zj−1
I0,†pzj−1zj−2

1zj−1
y =

φp(zj−2, y)

φp−(zj−2, zj−1)
1zj−2
zj−1

.

By Lemma 10.10, this gives

φ∞p (x, y) = φ∞p (x, zj−1)
φp(zj−2, y)

φp−(zj−2, zj−1)
,

whence the result. □

Now, we go back to the harmonic kernel (χ, χ−) of Subsection 5.5.
We let π be the associated 2-Euclidean field, which we call the harmonic
field.

Proposition 10.13. The harmonic field is admissible. The associ-
ated quadratic transfer operator Tπ on the space M1 of Γ-invariant
1-quadratic pseudofields has spectral radius ≤ 1

2
.
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Proof. We will apply Proposition 10.9. To this aim, we need to say more
on the quadratic transfer operator Tπ. Let s be a 1-quadratic pseud-
ofield and, for (x, y) in X1, set u(xy) = sxy(1

xy
x ,1

xy
x ) = sxy(1

xy
y ,1

xy
y ).

Let p be a 2-Euclidean field. By Lemma 10.11, for x in X and y, z
neighbours of x, we have

I0,†pxz I0xy1
xy
y =

px(1
x
y ,1

x
z)

p−xz(1
xz
z ,1

xz
z )

1xzz .

Therefore, by Definition 10.4, we can identify Tp with the operator that
sends a function u on X1 to the function

(x, y) 7→
∑
z∼x
z ̸=y

px(1
x
y ,1

x
z)

2

p−xz(1
xz
z ,1

xz
z )2

u(zx).

Now, for the harmonic field π, by Lemma 5.20, we have

πx(1
x
y ,1

x
y) = 1 and πx(1

x
y ,1

x
z) = − 1

d(x) − 1
if y ̸= z.

Thus Tπ may be seen as the operator that sends a function u on X1 to
the function

(x, y) 7→ 1

(d(x) − 1)2

∑
z∼x
z ̸=y

u(zx).

With respect to the uniform norm on functions on X1, this operator
has norm ≤ supx∈X

1
d(x)−1 ≤ 1

2
, hence it has spectral radius ≤ 1

2
. By

Proposition 10.9, the Euclidean field π is admissible. □

10.6. Tangent dual kernels. We now aim at establishing the con-
verse of Theorem 10.9, namely that if a Γ-invariant Euclidean kernel
is admissible, its quadratic transfer operator has spectral radius < 1.
Our argument is differential geometric and requires us to compute the
tangent space of the space of Euclidean kernels, viewed as a subman-
ifold of the vector space of dual kernels. This is the purpose of this
subsection.

Fix k ≥ 2. We denote by Pk the set of all Γ-invariant k-Euclidean
fields. The space Pk is an open subset of the finite-dimensional vector
space of all Γ-invariant k-quadratic fields. In particular, it comes with
a natural manifold structure. As explained in Subsection 5.1, there is
a natural injective map Pk ↪→ Kk where, as in Section 8, Kk stands
for the space of Γ-invariant k-dual kernels. It will turn out that this
map is an immersion and that we can describe the tangent spaces of its
range. To do this we again need to define a family of linear operators.

Let p be a k-Euclidean field. Then, for ℓ ≥ 0 and x ∼ y in X,
p defines a Euclidean structure on the spaces V ℓ

0 (x) and V ℓ
0 (xy) that
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is dual to the Euclidean structure on the spaces V
ℓ
(x) and V

ℓ
(xy).

Now, we have linear surjective operators Iℓ,∗xy : V ℓ+1
0 (x) → V ℓ

0 (xy) and

J ℓ,∗xy : V ℓ
0 (xy) → V ℓ

0 (x). We define the operators

Iℓ,∗†pxy : V ℓ
0 (xy) → V ℓ+1

0 (x)

and J ℓ,∗†pxy : V ℓ
0 (x) → V ℓ

0 (xy)

as being the adjoints of these operators with respect to the Euclidean
structure p. They are injective operators which can also be seen as the
adjoint operators, with respect to the duality, of the above introduced
operators Iℓ,†pxy and J ℓ,†pxy .

Proposition 10.14. Let k ≥ 2. The natural map Pk ↪→ Kk is an
immersion. Fix p in Pk and let TpPk denote the tangent space of Pk,
viewed as a subspace of Kk.

If k is even, k = 2ℓ, ℓ ≥ 1, then TpPk is the space of all Γ-invariant
k-dual kernels whose associated bilinear forms (qx)x∈X and (q−xy)x∼y∈X
satisfy the relations

(Iℓ−1,∗†pxy )⋆qx = q−xy = (Iℓ−1,∗†pyx )⋆qy, x ∼ y ∈ X.

If k is odd, k = 2ℓ+1, ℓ ≥ 1, then TpPk is the space of all Γ-invariant
k-dual kernels whose associated bilinear forms (qxy)x∼y∈X and (q−x )x∈X
satisfy the relations

(J ℓ,∗†pxy )⋆qxy = q−x = (J ℓ,∗†pxz )⋆qxz, x ∈ X, y, z ∼ x.

Proof. As Pk is an open subspace of the vector space of all k-quadratic
fields, its tangent space may be identified with this vector space. Now,
fix p in P . The Euclidean structures associated with p on the spaces

V
ℓ
(x) and V

ℓ
(xy), ℓ ≥ 0, x ∼ y in X, give rise to isomorphisms between

these spaces and the spaces V ℓ
0 (x) and V ℓ

0 (xy). These isomorphisms
conjugate the linear maps Iℓxy and J ℓxy with the above defined linear

maps Iℓ,∗†pxy and J ℓ,∗†pxy . The conclusion follows from these facts and
standard considerations on the tangent space of the space of scalar
products on a finite-dimensional vector space. □

10.7. The adjoint quadratic transfer operator. Our goal is still to
prove that a Euclidean field p is admissible if and only if the associated
quadratic transfer operator Tp has spectral radius < 1. We will actually
need to use the adjoint operator of the quadratic transfer operator
which we will now describe.

Recall that we have identified the dual space of the space Mk of
k-quadratic pseudofields with the space Lk of k-pseudokernels.
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Lemma 10.15. Let k ≥ 2 and p be a k-Euclidean field. Define a
linear operator T ∗p on the space of (k−1)-pseudokernels in the following
way. Let L be a (k − 1)-pseudokernel with associated bilinear forms
(rxy)(x,y)∈X1.

If k is even, k = 2ℓ, ℓ ≥ 1, then T ∗pL is the (k−1)-pseudokernel with
associated bilinear forms defined by, for (x, y) in X1,

(T ∗p r)xy =
∑
z∼y
z ̸=x

(Iℓ−1,∗yz Iℓ−1,∗†pyx )⋆ryz = (Iℓ−1,∗†pyx )⋆
∑
z∼y
z ̸=x

(Iℓ−1,∗yz )⋆ryz.

If k is odd, k = 2ℓ + 1, ℓ ≥ 1, then T ∗pL is the (k − 1)-pseudokernel
with associated bilinear forms defined by, for (x, y) in X1,

(T ∗p r)xy =
∑
z∼x
z ̸=y

(J ℓ,∗zx J
ℓ,∗†p
xz )⋆rzx.

Then if p is Γ-invariant, the operator T ∗p : Lk−1 → Lk−1 is the adjoint
operator of the quadratic transfer operator Tp : Mk−1 → Mk−1.

Proof. The proof is closely related to the one of Lemmas 9.12 and
10.3. We recall the argument. We keep the notation of Subsection
10.2. In particular ⟨., .⟩ is the duality between Lk−1 and Mk−1. We
pick r in Lk−1 and s in Mk−1 and we need to show that we have
⟨T ∗p r, s⟩ = ⟨r, Tps⟩.

If k is even, k = 2ℓ, ℓ ≥ 1, by Definition 10.4 and Lemma 9.11,
⟨r, Tps⟩ is the sum on Γ\X of the Γ-invariant function on X

x 7→ 1

|Γx|
∑
y∼x

⟨rxy, (Tps)xy⟩ =
1

|Γx|
∑
y,z∼x
y ̸=z

⟨rxy, (Iℓ−1,†pxz Iℓ−1xy )⋆szx⟩.

Now, for x in X and y, z ∼ x with y ̸= z, by Lemma C.2, we have

⟨rxy, (Iℓ−1,†pxz Iℓ−1xy )⋆szx⟩ = ⟨(Iℓ−1,∗xy )⋆rxy, (I
ℓ−1,†p
xz )⋆szx⟩

= ⟨(Iℓ−1,∗xy Iℓ−1,∗†pxz )⋆rxy, szx⟩.
Hence ⟨r, Tps⟩ is the sum on Γ\X of the Γ-invariant function on X

x 7→ 1

|Γx|
∑
z∼x

⟨(T ∗p r)zx, szx⟩,

which, still by Lemma 9.11, is equal to ⟨T ∗p r, s⟩.
If k is odd, k = 2ℓ + 1, ℓ ≥ 1, by Definition 10.5 and Lemma 9.11,

⟨r, Tps⟩ is the sum on Γ\X of the Γ-invariant function on X

y 7→ 1

|Γy|
∑
x∼y

⟨rxy, (Tps)xy⟩ =
1

|Γy|
∑
x,z∼y
x ̸=z

⟨rxy, (J ℓ,†pyx J ℓxy)
⋆syz⟩.
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As above, for y in X and x, z ∼ y, x ̸= z, by Lemma C.2, we have

⟨rxy, (J ℓ,†pyx J ℓxy)
⋆syz⟩ = ⟨(J ℓ,∗xy J ℓ,∗†pyx )⋆rxy, syz⟩.

Hence ⟨r, Tps⟩ is the sum on Γ\X of the Γ-invariant function on X

y 7→ 1

|Γy|
∑
z∼y

⟨(T ∗p r)yz, syz⟩,

which, again by Lemma 9.11, is equal to ⟨T ∗p r, s⟩. □

We summarize the computation of the tangent space of Pk and the
definition of the adjoint quadratic transfer operator.

Proposition 10.16. Let k ≥ 2 and p be a Γ-invariant k-Euclidean
kernel. Then, as subspaces of Lk−1, we have

Lk−1 ∩ TpPk = ker(T ∗p − 1).

Proof. We pick L in Lk−1 which we view as a family (rxy)(x,y)∈X1 of
symmetric bilinear forms.

Asume k is even, k = 2ℓ, ℓ ≥ 1. Then by Definition 8.9 and Propo-
sition 10.14, saying that r is tangent to Pk at p is saying that, for any
(x, y) in X1, one has

(Iℓ−1,∗†pxy )⋆
∑
z∼x

(Iℓ−1,∗xz )⋆rxz = rxy + ryx.

As, by construction, Iℓ−1,∗xy Iℓ−1,∗†pxy is the identity operator of V ℓ−1
0 (xy),

this is equivalent to saying that

(Iℓ−1,∗†pxy )⋆
∑
z∼x
z ̸=y

(Iℓ−1,∗xz )⋆rxz = ryx,

which, by Lemma 10.15, reads as (T ∗p r)yx = ryx.
Now, if k is odd, k = 2ℓ+1, ℓ ≥ 1, by Definition 8.10 and Proposition

10.14, saying that r is tangent to Pk at p is saying that, for any (x, y)
in X1, one has

(J ℓ,∗†pxy )⋆((J ℓ,∗xy )⋆rxy + (J ℓ,∗yx )⋆ryx) =
1

d(x) − 1

∑
z∼x

rxz.

As above, by construction, J ℓ,∗xy J
ℓ,∗†p
xy is the identity operator of V ℓ

0 (x),
so that this is equivalent to saying that

(10.9) (J ℓ,∗yx J
ℓ,∗†p
xy )⋆ryx =

1

d(x) − 1

∑
z∼x
z ̸=y

rxz −
d(x) − 2

d(x) − 1
rxy.
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For (x, y) in X1, we sum (10.9) applied to the pairs (x, z) with z ∼ x,
z ̸= y. We get∑

z∼x
z ̸=y

(J ℓ,∗zx J
ℓ,∗†p
xz )⋆rzx =

1

d(x) − 1

∑
z∼x
z ̸=y

∑
t∼x
t̸=z

rxt −
d(x) − 2

d(x) − 1

∑
z∼x
z ̸=y

rxz = rxy.

Thus, if r is in TpPk, we have T ∗p r = r. Conversely, if T ∗p r = r, the
same computation shows that (10.9) holds and hence that r is in the
tangent space TpPk. □

10.8. The weight map as a diffeomorphism. We are ready to state
and prove

Theorem 10.17. Let k ≥ 2 and p be a Γ-invariant k-Euclidean kernel.
Then p is admissible if and only if the quadratic transfer operator Tp has
spectral radius < 1 on the space Mk−1 of (k−1)-quadratic pseudofields.

In the course of the proof, we shall use a classical generalization of
the Perron-Frobenius Theorem. Recall that, if V is a finite-dimensional
vector space, a closed convex cone C ⊂ V is said to be proper if it does
not contain any vector line.

Lemma 10.18. Let V be a finite-dimensional real vector space and T
be an endomorphism of V which preserves a proper closed convex cone
C of V with nonempty interior, that is, TC ⊂ C. Then the spectral
radius of T is an eigenvalue of T associated to an eigenvector in C.

Proof. If T is nilpotent, there is nothing to prove. Else, let ρ > 0 be
the spectral radius of T . By replacing T with ρ−1T , we can assume
ρ = 1. Let V ′ be the subspace of V whose complexification is the sum
of all eigenspaces of T associated with eigenvalues of modulus 1 of T .
Then T preserves V ′ and the closure in GL(V ′) of the sub-semigroup
spanned by the restriction T ′ of T to V ′ is a compact subgroup K of
GL(V ′).

Fix any norm on V . It follows from the Jordan reduction of T that
there exists a proper subspace W of V with T−1W = W and, for any
v in V ∖W , any limit point in V of 1

∥Tnv∥T
nv belongs to V ′.

Now, as C has non-empty interior, we can pick such a v in C. There-
fore, the closed convex cone C ′ = C ∩ V ′ is non-zero. Pick v′ in C ′.
Then v′′ =

∫
K
kv′dk, the average of kv′ with respect to the Haar mea-

sure of K, is K-invariant. To conclude, it suffices to prove that v′′ ̸= 0.
But, by the Hahn-Banach Theorem, C ′ being a proper closed convex
cone in V ′, there exists a linear functional φ on V ′ which is positive on
C ′ ∖ {0}. As, for any k in K, kv′ belongs to C ′, we have φ(kv′) > 0,
hence φ(v′′) > 0 and v′′ ̸= 0. The result follows. □
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In our case, the quadratic transfer operators preserve a natural con-
vex cone. We say that a quadratic pseudofield is non-negative if all the
associated symmetric bilinear forms are non-negative. From the fact
that Tp is defined by taking sums of pull-back maps between vector
spaces, we directly get

Lemma 10.19. Let k ≥ 2, p be a k-Euclidean field and s be a non-
negative (k − 1)-quadratic pseudofield. Then Tps is non-negative.

For k ≥ 1, let M+
k ⊂ Mk be the cone of Γ-invariant non-negative

k pseudofields. This is a proper closed convex cone in Mk with non-
empty interior.

Proof of Theorem 10.17. Proposition 10.9 says that if Tp has spectral
radius < 1, then p is admissible. Let us prove the converse statement.
We will use the results of Section 7 to show that the weight map is a
local diffeomorphism from the space of admissible kernels to the space
of cohomology classes of functions and then conclude by using the study
of the weight map from Section 8 and Proposition 10.16. Let us do this
precisely.

As in Section 8, we let Wk stand for the space of cohomology classes
of Γ-invariant symmetric functions on Xk and Wk : Kk → Wk for the
weight map. We also let ιk : Pk ↪→ Kk denote the natural injection.

Let us introduce maps that are related to the Hilbert space Hω
0 . We

let Q∞(Hω
0 ) denote the space of continuous quadratic forms on the

Hilbert space Hω
0 and Q∞++(Hω

0 ) ⊂ Q∞(Hω
0 ) denote the open subset of

coercive positive quadratic forms. The image map Πk : Q∞++(Hω
0 ) → Pk

is well-defined. Finally, we have a linear map Fk : Wk → Q∞(Hω
0 ) that

sends the cohomology class of a function w to the quadratic form Φw.
We let Uk = F−1k Q∞++(Hω

0 ) be the open set of cohomology classes of
those w such that Φw is coercive. To summarize, we have maps:

(10.10) Wkιk : Pk → Wk and ΠkFk : Uk → Pk
and we want to describe the set Pad

k = ΠkFk(Uk) of admissible Γ-
invariant k-Euclidean kernels. This situation is pictured in Figure 5.

Here comes the key observation of the proof, that is, Theorem 7.17
says that

(10.11) WkιkΠkFkw = w

for any w in Uk. Now, let us notice that all the maps involved in
(10.10) are smooth. Indeed, Wk and Fk are linear maps defined on
finite-dimensional vector spaces and ιk is smooth by Proposition 10.14,
whereas Πk is smooth by Proposition A.16. Therefore, (10.11) gives,
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Pk

Pad
k

Wk

Uk

Wkιk ΠkFk

Figure 5. The objects in the proof of Theorem 10.17

by the chain-rule,

(10.12) dΠkFkw(Wkιk)dw(ΠkFk) = IdWk

for w in Uk. Set p = ΠkFkw. As the map Wk is linear, we have
dp(Wkιk) = Wkdpιk and (10.12) implies that Wk(TpPk) = Wk, that is
Wk maps TpPk onto Wk.

Let us show that, for p in Pad
k , Wk actually induces a linear iso-

morphism from TpPk onto Wk. As we have just shown this map to
be surjective, this amounts to proving that both Pk and Wk have the
same dimension. To do this, let π be the harmonic field, as in Subsec-
tion 10.5, which is a Γ-invariant 2-Euclidean field. We write πk for the
(k − 2)-th orthogonal extension of π: this is a Γ-invariant k-Euclidean
field. Proposition 10.13 says that π, and hence πk, is admissible, and
also that the quadratic transfer operator Tπ has spectral radius ≤ 1

2
on

M1. Then, it follows from Corollary 10.7, that Tπk has spectral radius
≤ 1

2
on Mk−1. By duality, the adjoint quadratic transfer operator T ∗

πk

has spectral radius ≤ 1
2

on Lk−1. By Proposition 10.16, we have there-
fore Lk−1 ∩ TπkPk = {0}. By Corollary 8.33, Lk−1 is exactly the null
space of Wk, so that we have just shown that Wk is injective on TπkPk,
and hence that Pk and Wk have the same dimension.

Now we know that for p in Pad
k , Wk is injective on TpPk, that is, still

by Corollary 8.33, Lk−1 ∩ TpPk = {0}. By Proposition 10.16, 1 is not
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an eigenvalue of the quadratic transfer operator Tp. By Lemma 10.19,
the operator Tp preserves the cone M+

k−1 ⊂ Mk−1 of Γ-invariant non-
negative (k−1)-quadratic pseudofields. Hence, by Lemma 10.18, since 1
is not an eigenvalue of Tp, the spectral radius of Tp is ̸= 1. As Q∞++(Hω

0 )
is convex and Fk is linear, the open set Uk = F−1k Q∞++(Hω

0 ) ⊂ Wk is
convex and hence Pad

k = ΠkFkUk is connected, since Πk is continuous
on Q∞++(Hω

0 ) by Proposition A.16. As Tp depends continuously on p
on Pk, so does the spectral radius of Tp. Now, for πk the (k − 2)-th
orthogonal extension of the harmonic kernel, we have shown above that
Tπk has spectral radius < 1. Therefore, for any p in Pad

k , Tp has spectral
radius < 1, which should be proved. □

As a Corollary of the proof, we get

Corollary 10.20. Let k ≥ 2. Then the space Wk has the same di-
mension as the space of Γ-invariant k-quadratic fields. The set Pad

k

of admissible Γ-invariant k-Euclidean fields is open in Pk. The weight
map Wk : Kk → Wk induces a smooth diffeomorphism from Pad

k onto
its image.

Remark 10.21. The fact that Wk and the space of Γ-invariant k-qua-
dratic fields have the same dimension also follows from the duality
between these spaces established in Proposition 11.2 below.

11. The admissible Riemannian metric

In this Section, for k ≥ 2, we will define a natural Riemannian
metric on the space Pad

k of admissible Γ-invariant k-Euclidean fields.
The orthogonal extension embedding Pad

k ↪→ Pad
k+1 will be proved to a

Riemannian immersion. This metric may be seen as an analogue of the
natural Riemannian metric on the space of positive definite symmetric
bilinear forms of a finite-dimensional vector space (see [21]).

11.1. Invariant quadratic type functions. The construction of this
Riemannian metric will rely on certain duality properties on the space
of Γ-invariant functions onXk, k ≥ 2. To introduce these properties, we
go back to the point of view of quadratic type functions from Subsection
4.1 and say a little more about Γ-invariant ones.

First, we have a natural surjectivity result:

Lemma 11.1. Let k ≥ 2. The reduction map φ 7→ φ− maps Γ-
invariant quadratic type functions on Xk onto Γ-invariant quadratic
type functions on Xk−1.
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To prove this, let us introduce some notation which extends the
objects of Subsection 9.4. As usual, for x ̸= y in X, we let x1 and y1
denote the neighbours of x and y on [xy].

Fix k ≥ 1. We let Fk denote the finite-dimensional vector space of
Γ-invariant functions on Xk. We define Sk : Fk → Fk as being the
natural symmetry operator, Skv(x, y) = v(y, x), v ∈ Fk, (x, y) ∈ Xk,
and we set F+

k ⊂ Fk and F−k ⊂ Fk to be respectively the space of
symmetric and skew-symmetric functions. We also let Lk and Rk be
the left and right augmentation operators Fk → Fk+1 defined by, for v
in Fk and (x, y) in Xk+1,

Lkv(x, y) = v(x1, y) and Rkv(x, y) = v(x, y1).

Note that one has Sk+1Lk = RkSk and Lk+1Rk = Rk+1Lk. Lastly, we
equip Fk with the Sk-invariant scalar product ⟨., .⟩ defined by, for u, v
in Fk,

(11.1) ⟨u, v⟩ =
∑

(x,y)∈Γ\Xk

1

|Γx ∩ Γy|
u(x, y)v(x, y).

A direct computation using as usual Lemma 9.11 shows that, with
respect to this scalar product, the adjoint maps of Lk and Rk are the
reduction operators L†k and R†k, defined by, for v in Fk+1 and (x, y) in
Xk,

L†kv(x, y) =
∑
z∼x
z ̸=x1

v(z, y) and R†kv(x, y) =
∑
t∼y
t̸=y1

v(x, t).

In particular, by Definition 4.2, a function φ in Fk+1 has quadratic type
if and only if it is symmetric and the function L†kφ in Fk is symmetric.

By Lemma 4.3, one then has L†kφ = R†kφ = φ−.
Let Fk, k ≥ 2, denote the finite-dimensional vector space of Γ-

invariant k-quadratic fieds.

Proof of Lemma 11.1. Recall the reduction map p 7→ p− of Subsection
4.2. For k ≥ 3, we denote by ρk : Fk 7→ Fk−1 the reduction map
of Γ-invariant k-quadratic fields. This is a linear map. If k ≥ 3, by
Proposition 4.21, for any Γ-invariant (k − 1)-Euclidean field p, one
has (p+)− = p. Hence the space ρk(Fk) contains the open subset of
Euclidean fields in Fk−1 (which is nonempty by Proposition 5.21). We
get ρk(Fk) = Fk−1. The conclusion follows, by the identification of
quadratic fields with quadratic type functions in Proposition 4.11 and
Lemma 4.13.

It remains to prove the case where k = 2. Recall that F+
2 ⊂ F2 is

the space of symmetric functions. We claim that L†1 maps F+
2 onto
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F1. This amounts to proving that the adjoint map of the restriction
of L†1 to F+

2 is injective. As the orthogonal projection of F2 onto F+
2

is 1
2
(1 + S2), this adjoint map is 1

2
(1 + S2)L1. Let now u be in F1

with 1
2
(1 + S2)L1u = 0. For any x in X and y ̸= z in S1(x), we

have u(x, y) + u(x, z) = 0. Pick a third neighbour t of x (which exists
by assumption). We have u(x, y) = −u(x, z) = u(x, t) = −u(x, y),

hence u = 0 as required. Thus L†1(F
+
2 ) = F1. In particular, if φ is a

symmetric function on X1, we can find a symmetric function ψ on X2

with L†1ψ = φ. By definition, ψ has quadratic type and ψ− = φ. □

Now, we can show that, among symmetric functions, the orthogonal
complement of Γ-invariant quadratic type functions on Xk is the space
of Γ-invariant functions that are coboundaries.

Proposition 11.2. Let k ≥ 1 and w be a symmetric Γ-invariant
function on Xk. Then one has ⟨w,φ⟩ = 0 for every quadratic type
function φ on Xk if and only if there exists a skew-symmetric Γ-
invariant function v on Xk−1 such that, for any (x, y) in Xk, w(x, y) =
v(x, y1) − v(x1, y).

Note that we have exceptionnally denoted by X0 the diagonal in
X×X. Skew-symmetric functions onX0 are zero! The Proposition says
that the space of Γ-invariant quadratic type functions on Xk may be
seen as the dual space to the space of cohomology classes of symmetric
Γ-invariant functions on Xk.

Remark 11.3. In particular, Proposition 11.2 implies that the dimen-
sion of the space of Γ-invariant quadratic type functions on Xk grows
exponentially with k. Since by Proposition 4.11, the set Pk of Γ-
invariant Euclidean fields may be seen as an open subset in the latter
space, as k grows, we are building more and more Γ-invariant scalar
products on D(∂X), hence more and more unitary representations of
Γ.

The proof of Proposition 11.2 relies on a classical phenomenon in
duality that we state in the framework of Euclidean spaces.

Lemma 11.4. Let V and W be Euclidean spaces and T : V → W be a
linear map and X ⊂ W be a subspace. Then the orthogonal complement
of T−1X is given by

(T−1X)⊥ = T †(X⊥),

where T † : W → V is the Euclidean adjoint operator of T .
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Proof. If Y ⊂ W is a subspace, we claim that (T †Y )⊥ = T−1(Y ⊥).
Indeed, for v in V , we have

v ∈ (T †Y )⊥ ⇔ (∀y ∈ Y ⟨v, T †y⟩ = 0) ⇔ (∀y ∈ Y ⟨Tv, y⟩ = 0)

⇔ Tv ∈ Y ⊥.

The resut follows by taking Y = X⊥. □

Proof of Proposition 11.2. If k = 1, a quadratic type function on X1 is
simply a symmetric function. Thus, by assumption, we have ⟨w,w⟩ =
0, hence w = 0 and we are done.

Assume k ≥ 2. Recall that F+
k and F−k are the spaces of symmetric

and skew-symmetric functions in Fk. Thus, by Definition 4.2, the space
of Γ-invariant quadratic type functions on Xk is

F+
k ∩ (L†k−1)

−1F+
k−1.

As F−k is the orthogonal complement of F+
k in Fk, Lemma 11.4 implies

that w belongs to the space

F−k + Lk−1(F
−
k−1),

that is, we may write w = u+Lk−1v where u and v are skew-symmetric
functions on Xk and Xk−1. Now, w being symmetric, we get

w = Skw = Sku+ SkLk−1v = −u+Rk−1Sk−1v = −u−Rk−1v,

hence

w =
1

2
w +

1

2
Skw =

1

2
Lk−1v −

1

2
Rk−1v

and the result follows. □

11.2. The weight formula. Recall that our goal is to construct a
natural Riemannian metric on the space Pad

k of admissible Γ-invariant
k-quadratic fields. One of the main features of this Riemannian metric
is that it can be defined by two natural formulae. We will first prove
that these two definitions are equivalent.

Theorem 11.5. Let k ≥ 2. Let p be a Γ-invariant k-quadratic field
and φp : Xk → R be the associated quadratic type function. Let also
(K,K−) be a Γ-invariant k-dual kernel and w : Xk → R be a Γ-
invariant weight function of (K,K−). If k is even, we have
(11.2)∑

x∈Γ\X

1

|Γx|
⟨px, qKx ⟩ −

1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨p−xy, qK

−

xy ⟩ =
1

2
⟨φp, w⟩.
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If k is odd, we have
(11.3)
1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨pxy, qKxy⟩ −

∑
x∈Γ\X

d(x) − 1

|Γx|
⟨p−x , qK

−

x ⟩ =
1

2
⟨φp, w⟩.

The reader should compare (11.2) and (11.3) with the formulae in
Lemma 5.9.

As usual, for any ℓ ≥ 1, if K is a 2ℓ-dual prekernel, for x in X,
we have denoted by qKx the symmetric bilinear form associated with
Kx on V ℓ

0 (x). If K is a (2ℓ + 1)-dual prekernel, for x ∼ y in X, we
have denoted by qKxy the symmetric bilinear form associated with Kxy

on V ℓ
0 (xy). See Section 4 for the notions of a quadratic field and the

associated quadratic type function. See Definition 6.7 for the notion
of a weight function of a dual kernel. As in Subsection 11.1, we have
denoted by ⟨., .⟩ the natural scalar product on the space of Γ-invariant
functions on Xk which has been defined by Equation (11.1). As in
Appendix C, we have also denoted by ⟨., .⟩ the natural duality between
the space of symmetric bilinear forms on a vector space and on its dual
space.

Definition 11.6. The bilinear pairing defined between dual kernels
and quadratic fields in Theorem 11.5 will be called the weight pairing.
We denote it by (p,K,K−) 7→ [p, (K,K−)].

From the elementary properties of Γ-invariant quadratic type func-
tions, we get a nice compatibility property of the weight pairing with
orthogonal extensions. Recall the notion of the reduction of a quadratic
field from Subsection 4.2.

Corollary 11.7. Let k ≥ 2. Let p be a Γ-invariant (k + 1)-quadratic
field with reduction p− and (K,K−) be a Γ-invariant k-dual kernel with
orthogonal extension (K+, K). We have

[p, (K+, K)] = [p−, (K,K−)].

Proof. We keep the notation from Subsection 11.1. Let w : Xk → R
be a Γ-invariant weight function for (K,K−). Then, by Corollary 8.27,
the function 1

2
(Rkw + Lkw) is a weight function for (K+, K). Now,

note that, by Lemma 4.13, the quadratic type functions associated to
p− and p satisfy the relation φp− = (φp)

− = R†kφp = L†kφp. Thus, we
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get

[p, (K+, K)] =
1

4
⟨φp, Rkw + Lkw⟩ =

1

4
⟨R†kφp + L†kφp, w⟩

=
1

2
⟨φp− , w⟩ = [p−, (K,K−)],

which should be proved. □

We now give the

Proof of Theorem 11.5. We will use the study of the weight map in
Section 8 to deduce the general case of Proposition 11.5 from particular
ones.

First, we assume that (K,K−) is the k-dual kernel associated with a
(k−1)-pseudokernel L. In that case, we will prove that both hand-sides
of (11.2) and (11.3) are zero.

Indeed, on one hand, Theorem 8.32 tells us that w is a coboundary,
that is, there exists a Γ-invariant skew-symmetric function v on Xk−1
such that, for any (x, y) in X1, one has w(x, y) = v(x, y1) − v(x1, y)
where x1 and y1 are the neighbours of x and y on [xy]. Thus, by
Proposition 11.2, we have ⟨φp, w⟩ = 0.

On the other hand, assume first that k is even, k = 2ℓ. For x ∼ y in
X, we let as usual rLxy be the symmetric bilinear form associated with

Lxy on V ℓ−1
0 (xy). By construction, we have qKx =

∑
y∼x(I

ℓ−1,∗
xy )⋆rLxy,

hence, again using Lemma 9.11,∑
x∈Γ\X

1

|Γx|
⟨px, qKx ⟩ =

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨px, (Iℓ−1,∗xy )⋆rLxy⟩.

By Lemma C.2, for x ∼ y in X, we have

⟨px, (Iℓ−1,∗xy )⋆rLxy⟩ = ⟨(Iℓ−1xy )⋆px, r
L
xy⟩ = ⟨p−xy, rLxy⟩,

hence ∑
x∈Γ\X

1

|Γx|
⟨px, qKx ⟩ =

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨p−xy, rLxy⟩.

Now, we also have, for x ∼ y in X, qK
−

xy = rLxy + rLyx and thus

1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨p−xy, qK

−

xy ⟩ =
∑

(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨p−xy, rLxy⟩

and the left hand-side of (11.2) is zero.
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In the same way, if k is odd, k = 2ℓ+ 1, by Lemma C.2 and Lemma
9.11, we have

1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨pxy, qKxy⟩ =

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
⟨p−x , rLxy⟩

=
∑
x∈Γ\X

1

|Γx|
∑
y∼x

⟨p−x , rLxy⟩ =
∑
x∈Γ\X

d(x) − 1

|Γx|
⟨p−x , qK

−

x ⟩,

where as usual, for x ∼ y in X, rLxy stand for the symmetric bilinear

form associated with Lxy on V ℓ
0 (x).

This finishes the case where (K,K−) is the dual kernel associated to
a pseudokernel. In the general case, now, we will use again the dual
kernel (Kw, 0) from Subsection 8.1. Recall from Corollary 8.3 that w
is a weight function of (Kw, 0). Therefore, by Theorem 8.32, the dual
kernel (K,K−) − (Kw, 0) is associated to a certain pseudokernel. As
we have just shown that (11.2) and (11.3) are true for pseudokernels,
it suffices to show that they are true when (K,K−) = (Kw, 0).

In that case, assume first that k is even, k = 2ℓ. Then, for any x in
X and y, z in Sℓ(x), we have

Kx(y, z) = w(y, z) x ∈ [yz]

Kx(y, z) = 0 else.

Therefore, by Lemma C.5,

⟨px, qKx ⟩ = −1

2

∑
(y,z)∈Sℓ(x)×Sℓ(x)

x∈[yz]

w(y, z)px(1y,1z)

=
1

2

∑
(y,z)∈Sℓ(x)×Sℓ(x)

x∈[yz]

w(y, z)φp(y, z).

Now, (11.2) follows from Lemma 9.11.
In the same way, if k is odd, k = 2ℓ+ 1, for any x ∼ y in X and z, t

in Sℓ(x), we have

Kxy(z, t) = w(z, t) [xy] ⊂ [yz]

Kxy(z, t) = 0 else.

Therefore, by Lemma C.5,

⟨pxy, qKxy⟩ =
1

2

∑
(z,t)∈Sℓ(xy)×Sℓ(xy)

[xy]⊂[zt]

w(y, z)φp(z, t)
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and (11.3) again follows from Lemma 9.11. □

11.3. The weight tensor. Given k ≥ 2, we will use the weight pairing
to define a natural smooth section g of the vector bundle Q(TPk) of
symmetric bilinear forms on the tangent space of Pk. It turns out that
Pad
k is precisely a connected component of the set of p such that gp is

positive.
We now give the precise definition of g. Recall that in Subsection

5.1, we have defined an embedding from the space of k-Euclidean fields
into the space of k-dual kernels. In case of Γ-invariant Euclidean fields,
the spaces are finite-dimensional and we have studied this embedding
from the point of view of differential geometry. In particular, we have
shown in Proposition 10.14 that it is a smooth map. As in Subsection
10.8, let us now denote this map by ιk : Pk ↪→ Kk. As above, we also
denote by Fk the space of Γ-invariant k-quadratic fields.

Let p in Pk be a Γ-invariant k-Euclidean field. If q and r are Γ-
invariant k-quadratic fields (which we view as tangent vectors to Pk),
we set

gp(q, r) = −[q, dpιk(r)],

where [., .] is the weight pairing. We call g the weight tensor on Pk.
The reason why we don’t mention the dependance on k in our notation
for the weight tensor will become clear in the next subsections.

Lemma 11.8. Let k ≥ 2. For any p in Pk, gp is a symmetric bilinear
form on Fk.

If k is even, k = 2ℓ, ℓ ≥ 1, let q, r be in Fk. For x in X, let Ax
and Bx be the px-symmetric endomorphisms of V

ℓ
(x) which represent

qx and rx with respect to px. For x ∼ y in X, let A−xy and B−xy be the

p−xy-symmetric endomorphisms of V
ℓ−1

(xy) which represent q−xy and r
−
xy

with respect to p−xy. One has

gp(q, r) =
∑
x∈Γ\X

1

|Γx|
tr(AxBx) −

1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
tr(A−xyB

−
xy).

If k is odd, k = 2ℓ + 1, ℓ ≥ 1, let q, r be in Fk. For x ∼ y in X,

let Axy and Bxy be the pxy-symmetric endomorphisms of V
ℓ
(xy) which

represent qxy and rxy with respect to pxy. For x in X, let A−x and B−x
be the p−x -symmetric endomorphisms of V

ℓ
(x) which represent q−x and

r−x with respect to p−x . One has

gp(q, r) =
1

2

∑
(x,y)∈Γ\X1

1

|Γx ∩ Γy|
tr(AxyBxy) −

∑
x∈Γ\X

d(x) − 1

|Γx|
tr(A−xB

−
x ).
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Proof. The formulae are a direct consequence of the definition of the
tensor g, Theorem 11.5 and Lemma C.4. Symmetry follows. □

Remark 11.9. Note that, with the notation of Lemma 11.8, for x ∼ y
in X, one has, if k is even, Iℓ−1,†pxy AxI

ℓ−1
xy = A−xy = Iℓ−1,†pyx AyI

ℓ−1
yx and, if

k is odd, A−x = J ℓ,†pxy AxyJ
ℓ
xy.

11.4. Derivative of the orthogonal extension. We will prove that
the weight tensor is natural in the sense that, for k ≥ 2, the weight
tensor of Pk is the pull-back of the one of Pk+1 by the orthogonal
extension map. This will require us to first prove that this map is
smooth.

Let ηk : Pk → Pk+1 denote the orthogonal extension map p 7→ p+.

Proposition 11.10. Let k ≥ 2. The orthogonal extension map ηk is
smooth. Let p be in Pk and q in Fk. We have the following formulae
for describing the Γ-invariant (k + 1)-quadratic field dpηk(q). If k is
even, k = 2ℓ, ℓ ≥ 1, for x ∼ y in X, we have

dpηk(q)xy = (J ℓ,†pxy )⋆qx + (J ℓ,†pyx )⋆qy − (M ℓ−1,†p
xy )⋆q−xy.

If k is odd, k = 2ℓ+ 1, ℓ ≥ 1, for x in X, we have

dpηk(q)x =
∑
y∼x

(Iℓ,†pxy )⋆qxy − (d(x) − 1)(M ℓ,†p
x )⋆q−x .

The linear maps M ℓ
x, x ∈ X, ℓ ≥ 1, and M ℓ

xy, x ∼ y ∈ X, ℓ ≥ 0,
have been defined in Subsection 4.2. See Lemma 4.4 for their main
properties. We have denoted their adjoint linear maps with respect to
the Euclidean structures associated to p in the usual way.

Proposition 11.10 immediately follows from the following abstract
result. As usual, for a vector space V , we denote by Q(V ) the space
of symmetric bilinear forms on V and by Q++(V ) ⊂ Q(V ) the set of
positive definite forms.

Lemma 11.11. Let X be a finite-dimensional vector space, d ≥ 2 an
integer and X0, X1, . . . , Xd be subspaces of X. Assume that, for any 1 ≤
i ̸= j ≤ d, one has Xi∩Xj = X0 and that X/X0 =

⊕d
i=1Xi/X0. Set F

to be the space of all q = (q0, q1, . . . , qd) in Q(X0)×Q(X1)×. . .×Q(Xd)
with (qi)|Vi = q0, 1 ≤ i ≤ d, and P ⊂ F to be the set of those p in
F such that each of the pi, 0 ≤ i ≤ d, is positive definite. Then the
orthogonal extension map η : P → Q++(X) is smooth. If p is in Q
and q is in F , one has

dpη(q) = P ⋆
1 q1 + · · · + P ⋆

d qd − (d− 1)P ⋆
0 q0,

where, for 0 ≤ i ≤ d, Pi is the η(p)-orthogonal projection X → Xi.
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Proof. As in Subsection C.2, for a vector space V , we let

δV : Q++(V ) → Q++(V ∗)

denote the natural smooth diffeomorphism between scalar products on
V and on its dual space V ∗.

For 0 ≤ i ≤ d, we let πi : X∗ → X∗i be the restriction map. Set
K = Q(X∗0 ) × Q(X∗1 ) × . . . × Q(X∗d) and let σ : K → Q(X∗) be the
linear map

(r0, r1, . . . , rd) 7→ π⋆1r1 + · · · + π⋆drd − (d− 1)π⋆0r0.

We also set D : P → K to be the product map

(p0, p1, . . . , pd) 7→ (δX0(p0), δX1(p1), . . . , δXd
(pd)).

By Lemma 5.3, we may write η as the product map η = δ−1X σD. The
result now follows from the chain-rule and Lemma C.3. □

For k ≥ 3, we still denote by ρk : Fk 7→ Fk−1 the reduction map of
Γ-invariant k-quadratic fields. This is a linear map.

Corollary 11.12. Let k ≥ 2 and p be in Pk. We have ρk+1dpηk = IdFk
.

The map ηk is a closed immersion.

Proof. By Proposition 4.21, we have (p+)− = p for any p in Pk, hence,
by differentiating this identity, ρk+1dpηk = IdFk

(which can also be
checked directly by using the formulae in Proposition 11.10). In par-
ticular, dpηk is injective. That it has closed range follows from the
characterization of orthogonal extensions in Lemma 7.16. □

11.5. Naturality of the weight tensor. We can now examine the
behaviour of the weight tensor under orthogonal extension.

Proposition 11.13. Let k ≥ 2 and p in Pk be a Γ-invariant k-
Euclidean field. Chose Γ-invariant quadratic fields q in Fk and r in
Fk+1. One has

gp+(dpηk(q), r) = gp(q, ρk+1r).

Proof. By definition, we have

gp+(dpηk(q), r) = −[r, dp+ιk+1dpηk(r)] = −[r, dp(ιk+1ηk)(q)].

Now, Proposition 5.2 tells us that the dual kernel associated to the
orthogonal extension of p is the orthogonal extension of the dual kernel
associated to p. By differentiating this property at p, we get that the
(k + 1)-dual kernel dp(ιk+1ηk)(q) is the orthogonal extension of the
k-dual kernel dp(ιk)(q). By Corollary 11.7, this gives

gp+(dpηk(q), r) = −[ρk+1r, dp(ιk)(r)] = gp(q, ρk+1r),

which should be proved. □
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In case ρk+1r = 0, Proposition 11.13 gives

Corollary 11.14. Let k ≥ 2, p be in Pk, q be in Fk and r be in Fk+1

with ρk+1(r) = r− = 0. One has gp+(dpηk(q), r) = 0.

In case r belongs to dpηk(Fk), Proposition 11.13 gives

Corollary 11.15. Let k ≥ 2 and p be in Pk. One has (dpηk)
⋆gp+ = gp.

In other words, the pull-back of the weight tensor of Pk+1 by the
orthogonal extension map is the weight tensor of Pk.

Proof. By Corollary 11.12, for q in Fk, one has ρk+1dpηk(q) = q, and
the result follows by by Proposition 11.13. □

We will later use the following consequence of these results:

Corollary 11.16. Let k ≥ 2 and p be in Pk. Assume that gp is positive
on Fk. Then gp+ is positive on Fk+1.

Proof. By Corollary 11.12, we have Fk+1 = ker ρk+1 ⊕ dpηk(Fk). By
Corollary 11.14, these two subspaces are gp+-orthogonal to each other.
Now, by the assumption and Corollary 11.15, gp+ is positive on the
space dpηk(Fk), whereas by Lemma 11.8, it is positive on ker ρk+1. The
result follows. □

11.6. Positivity and admissibility. We can use the previous results
to give a new criterion for a Euclidean field to be admissible.

Theorem 11.17. Let k ≥ 2. The set Pad
k ⊂ Pk of admissible Γ-

invariant k-Euclidean fields is a connected component of the set of p in
Pk such that the symmetric bilinear form gp on Fk is positive.

See Definition 10.1 for the notion of an admissible kernel. It may
be true that Pad

k is actually equal to the set of p in Pk such that gp is
positive.

Theorem 11.17 implies in particular that g induces on Pad
k the struc-

ture of a Riemannian manifold.
We start the proof with a general positivity result.

Lemma 11.18. Let A be a finite set with n elements, n ≥ 3, V be the
space of real-valued functions on A and V be its quotient by the line of
constant functions. For f in V set

p(f, f) =
∑
a∈A

f(a)2 − 1

n− 1

∑
(a,b)∈A2

a̸=b

f(a)f(b)
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and view p as a scalar product on V . Then, for any non-zero p-
symmetric endomorphism S of V , we have

tr(S2) >
1

2

∑
a∈A

p(S1a,1a)
2.

Proof. Equip as usual V with the standard scalar product q defined
by, for f in V , q(f, f) =

∑
a∈A f(a)2 and let P be the q-orthogonal

projection on V0 = {f ∈ V |
∑

a f(a) = 0} which is the q-orthogonal
complement of constant functions. A direct computation shows that,
for f in V , one has p(f, f) = n

n−1q(Pf, f). In particular, p-symmetric

endomorphisms of V may be identified with q-symmetric endomor-
phisms S of V such that S1 = 0. For any such S, set Φ(S) =
tr(S2) − 1

2

∑
a∈A p(S1a,1a)

2. One has

(11.4) Φ(S) =
∑

(a,b)∈A2

q(S1a,1b)
2 − n2

2(n− 1)2

∑
a∈A

q(S1a,1a)
2.

If n ≥ 4, we have n2

2(n−1)2 < 1 and the result follows. It remains to deal

with the case where n = 3. Then, denote by a, b, c the three elements
of A and set u = q(S1b,1c), v = q(S1c,1a) and w = q(S1a,1b). As
S1 = 0, we get from (11.4),

Φ(S) = 2(u2 + v2 + w2) − 1

8
((u+ v)2 + (v + w)2 + (w + u)2)

=
7

4
(u2 + v2 + w2) − 1

4
(uv + vw + wu)

and a direct computation shows that this quadratic form on R3 is
positive definite. □

To prove Theorem 11.17, we will again use the harmonic field which
was studied in Subsections 5.5, 9.6 and 10.5. Recall from Proposition
10.13 that π is an admissible 2-Euclidean field.

Corollary 11.19. The symmetric bilinear form gπ is positive on F2.

Proof. By construction, for x in X and f in V
1
(x), we have

πx(f, f) =
∑
y∼x

f(y)2 − 1

n(x) − 1

∑
y,z∼x
y ̸=z

f(y)f(z),

and we can therefore aim at applying Lemma 11.19 to the set S1(x)
and the bilinear form πx.
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Fix q in Fk and, as in Lemma 11.8, for x in X, let us denote by Ax
the endomorphism of V

1
(x) which represents qx with respect to px. By

Lemma 9.11, Lemma 10.11, Lemma 11.8 and Remark 11.9, we have

gπ(q, q) =
∑
x∈Γ\X

1

|Γx|

(
tr(A2

x) −
1

2

∑
y∼x

πx(Ax1y,1y)
2

)
,

which, by Lemma 11.19, is positive as soon as q ̸= 0. □

Next, we will use the weight formula to characterize those p such
that gp is non-degenerate on Fk.

Lemma 11.20. Let k ≥ 2 and p be in Pk. Then the symmetric bilinear
form gp is non-degenerate on Fk if and only if the quadratic transfer
operator of p does not admit 1 as an eigenvalue.

See Definitions 10.4 and 10.5 for the description of the quadratic
transfer operator.

Proof. Assume that the quadratic transfer operator of p admits 1 as an
eigenvalue. By Proposition 10.16, there exists a non-zero q in Fk such
that dpιk(q) is a pseudokernel. Then, by Corollary 8.33, Proposition
11.2 and Theorem 11.5, for any r in Fk, one has gp(q, r) = 0, hence gp
is degenerate.

Conversely, assume q is a non-zero element in Fk and gp(q, r) = 0
for any r in Fk. Chose a Γ-invariant weight function w for the Γ-
invariant k-dual kernel dpιk(q). By Proposition 11.2 and Theorem 11.5,
for any r in Fk, one has ⟨w,φr⟩ = 0. By Proposition 4.11, for any Γ-
invariant quadratic type function φ on Xk, one has ⟨w,φ⟩ = 0, hence,
by Proposition 11.2, there exists a Γ-invariant skew-symmetric function
v on Xk−1 such that w(x, y) = v(x, y1) − v(x1, y) for (x, y) in Xk. By
Theorem 8.32, the k-dual kernel dpιk(q) is a pseudokernel. Again by
Proposition 10.16, the quadratic transfer operator of p admits 1 as an
eigenvalue. □

Proof of Theorem 11.17. Note that, being the image of a convex set by
a continuous map, the set Pad

k of admissible kernels is connected.
By Corollary 11.16 and Corollary 11.19, the symmetric form gπk is

positive on Fk, where πk denotes the (k−2)-th orthogonal extension of
the harmonic kernel. By Proposition 10.13, πk belongs to Pad

k and, by
Theorem 10.17 and Lemma 11.20, for any p in Pad

k , the symmetric form
gp is non-degenerate. Therefore, as Pad

k is connected, gp is positive for
any p in Pad

k .
Let P ′k be the connected component of gπk in the set of those p in Pk

such that gp is positive. We have just shown the inclusion Pad
k ⊂ P ′k.
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Conversely, by Corollary 10.7 and Proposition 10.13, the quadratic
transfer operator Tπk of the Euclidean field πk has spectral radius < 1.
By Lemma 11.20, the spectral radius of Tp is ̸= 1 for any p in P ′k. As
the spectral radius is continuous and P ′k is connnected by assumption,
the spectral radius of Tp is < 1 for any p in P ′k, hence p is admissible
by Theorem 10.17. Thus we get P ′k ⊂ Pad

k as required. □

Appendix A. Euclidean images

In this appendix, we study the notion of the Euclidean image of a
non-negative symmetric bilinear form by a surjective map.

A.1. Definition and first properties. We start by defining the Eu-
clidean image of a non-negative symmetric bilinear form under a sur-
jective linear map. This relies on the

Lemma A.1. Let V and W be real vector spaces and let q be a non-
negative symmetric bilinear form form on V and π : V → W be a
surjective linear map. For any w in W , we set

Φ(w) = inf
v∈V

π(v)=w

q(v, v).

Then Φ is a non-negative quadratic form on W .

Definition A.2. Let the notation be as above. The polar form of Φ
is called the Euclidean image of q by π and denoted by π⋆q.

Remark A.3. Assume V is a Hilbert space with scalar product q and π
is bounded. Let X be the orthogonal complement of kerπ in V . Then
π induces a linear isomorphism from X onto W and π⋆q is the image
by this linear isomorphism of the restriction of q to X.

Proof of Lemma A.1. We will proceed to several reductions in order to
be brought back to the case in Remark A.3.

First, we will reduce the proof to the case where Φ is non-zero on
non-zero vectors. Let W0 be the set of w in W such that Φ(w) = 0
and let us show that Φ is W0-invariant, that is, for any w in W and
w0 in W0, we have Φ(w + w0) = Φ(w). Indeed, for such w and w0,
for any ε > 0, we can find v and v0 in V with π(v) = w, π(v0) = w0,
q(v, v) ≤ Φ(w) + ε and q(v0, v0) ≤ ε. By Cauchy-Schwarz inequality,
we have

q(v + v0, v + v0) = q(v, v) + q(v0, v0) + 2q(v, v0)

≤ Φ(v) + 2ε+ 2
√
ε(q(v0, v0) + ε).
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As ε is arbitrary, this gives Φ(w + w0) ≤ Φ(w). By symmetry, we
get Φ(w + w0) = Φ(w). In particular, if w is also in W0, we have
Φ(w + w0) = 0 and W0 is a subspace of W . For w in W , we have

inf
v∈V

π(v)∈w+W0

q(v, v) = inf
w0∈W0

Φ(w + w0) = Φ(w).

Thus, by replacing W with the quotient space W/W0, we can assume
that we have W0 = 0.

Now, we can also assume that q is positive definite. Indeed, if V0 ⊂ V
is the null space of q, we have π(V0) ⊂ W0, hence π(V0) = 0. Therefore,
we can replace V with the quotient space V/V0 and assume that q is a
scalar product. We equip V with the associated topology.

Let U ⊂ V be the null space of π. We claim that U is closed
with respect to this topology. Indeed, if (vn) is a sequence in U that
converges to v in V , we have, by definition of the topology, q(v−vn, v−
vn) = ∥v − vn∥2 −−−→

n→∞
0, hence Φ(π(v)) = 0 and π(v) = 0.

Let H be the completion of V with respect to the positive definite
bilinear form q and let X be orthogonal complement of the closure of
U in H. Then, as U is closed in V , the orthogonal projection H → X
induces an embedding of θ : W ≃ V/U ↪→ X and, for w in W , we have
Φ(w) = q(θw, θw). The result follows. □

Let us give some elementary properties of Euclidean images. This
operation behaves well under composition of surjective maps.

Lemma A.4. Let V,W,X be real vector spaces and π : V → W and
θ : W → X be surjective linear maps. If q is a non-negative symmetric
bilinear form on V , we have

θ⋆π⋆q = (θπ)⋆q.

Also, it satisfies a concavity property.

Lemma A.5. Let V,W be real vector spaces and π : V → W be a
surjective linear map. If p and q are non-negative symmetric bilinear
forms on V , we have

π⋆(p+ q) ≥ π⋆p+ π⋆q.

We have an invariance under certain translations:

Lemma A.6. Let V,W be real vector spaces and π : V → W be a
surjective linear map. Let p be a non-negative symmetric bilinear form
on V and q be a symmetric bilinear form on W . Then p + π⋆q is
non-negative if and only if π∗p+ q is non-negative and we then have

π⋆(p+ π⋆q) = π⋆p+ q.
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Orthogonal splittings are preserved.

Lemma A.7. Let V1, . . . , Vd,W1, . . . ,Wd be real vector spaces and πi :
Vi → Wi be surjective linear maps. Set V =

⊕d
i=1 Vi andW =

⊕d
i=1Wi

and write π for the sum map V → W . Then if q is a non-negative
symmetric bilinear form on V such that the V1, . . . , Vd are q-orthogonal
to each other, the W1, . . . ,Wd are π∗q-orthogonal to each other.

A.2. Approximation of Euclidean images. In the course of the
article, we have used the following approximation property of Euclidean
images.

Proposition A.8. Let H be Hilbert space with scalar product p, W be
a finite-dimensional real vector space and π : H → W be a continuous
surjective linear map. We assume that q is a continuous non-negative
symmetric bilinear form on H. Then we have the following convergence
of bilinear forms on W :

π⋆(εp+ q) −−→
ε→0

π⋆q.

Remark A.9. Even in finite-dimensional vector spaces, the map q 7→
π∗q has bad continuity properties at the undefinite bilinear forms. For
example, if V = R2 and, for any n ≥ 1, qn is the polar form of the
quadratic form

(x, y) 7→ (x+ (1/n)y)2,

then qn has a non-zero limit, whereas, for any non-zero linear functional
φ of V , one has φ⋆qn −−−→

n→∞
0. This explains why, in Proposition A.8,

we have made some additional assumptions to get a limit.

We will prove Proposition A.8 in several steps. The main idea is
to reduce it to the case where π is a linear functional. We start by
studying this situation.

If V is a vector space, φ is a non-zero linear functional and q is
a non-negative symmetric bilinear form, we shall identify the bilinear
form φ⋆q and the real number

φ⋆q(1, 1) = inf
v∈V
⟨φ,v⟩=1

q(v, v).

This number is easy to compute:

Lemma A.10. Let V be a real vector space, equipped with a non-
negative symmetric bilinear form q, W ⊂ V be the null space of q and
φ be a non-zero linear functional of V .
If φ is not zero on W , then φ⋆q = 0.
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If φ is zero on W and φ is not continuous with respect to the topology
induced by q on V/W , then again φ⋆q = 0.

Finally, if φ is zero on W and continuous with respect to the topology
on V/W , then

φ⋆q =
1

∥φ∥2
,

where ∥φ∥ stands for the norm of φ as a bounded linear functional of
the normed space V/W .

Proof. If φ|W ̸= 0, we can find w in W with ⟨φ,w⟩ = 1 and hence
φ⋆q = q(w,w) = 0 and we are done.

Else, we can assume W = 0 and q is a scalar product. If φ is not
continuous with respect to the topology induced by q, there exists a
sequence (un) in V with q(un, un) = 1 and ⟨φ, un⟩ −−−→

n→∞
∞. We set

vn = 1
⟨φ,un⟩un and we have ⟨φ, vn⟩ = 1 and q(vn, vn) −−−→

n→∞
0, hence

φ⋆q = 0.
Finally, if φ is continuous, we can assume V to be complete with

respect to q. Now, let u be the unique vector of V such that ⟨φ, v⟩ =

q(u, v), v ∈ V , so that ∥φ∥ = ∥u∥ = q(u, u)
1
2 . Any vector v in V

with ⟨φ, v⟩ = 1 may be written as v = 1
q(u,u)

u + w with q(u,w) = 0.

In particular, we then have q(v, v) = 1
q(u,u)

+ q(w,w) ≥ 1
q(u,u)

and the

result follows. □

The data of the numbers φ⋆q allows to recover p.

Lemma A.11. Let V be a real-vector space and q be a non-negative
symmetric bilinear form on V . For any v ̸= 0 on V , we have

q(v, v) = sup
φ∈V ∗

⟨φ,v⟩=1

φ∗q.

Proof. The statement is a direct consequence of Cauchy-Schwarz in-
equality. Let us be more precise.

By construction, we have q(v, v) ≥ sup φ∈V ∗

⟨φ,v⟩=1

φ∗q and we only need

to prove the reverse inequality.
We fix v in V with q(v, v) ̸= 0 (if q(v, v) = 0, the statement is

evident). We consider the linear functional

φ : w 7→ q(v, w)

q(v, v)
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so that φ(v) = 1. Now, Cauchy-Schwarz inequality gives, for any w in
V ,

φ(w) ≤ q(w,w)
1
2

q(v, v)
1
2

,

hence, if φ(w) = 1, q(w,w) ≥ q(v, v). Thus, by definition, we get
φ⋆q = q(v, v) and the result follows. □

Recall that, if V is a finite-dimensional real vector space, we denote
by Q(V ) the space of symmetric bilinear forms on V and by Q+(V ) ⊂
Q(V ) the set of non-negative ones. The set Q+(V ) comes with its
natural topology as a closed subset of a finite-dimensional vector space.
We have an evident semicontinuity property.

Lemma A.12. Let V be a finite-dimensional vector space. For any
φ ̸= 0 in V ∗, the function q 7→ φ⋆q is upper semicontinuous on Q+(V ),
that is, we have, for q in Q+(V ),

φ⋆q = lim sup
p→q

φ⋆p.

Proof. Indeed, for any v in V , the function q 7→ q(v, v) is continuous
on Q(V ), hence the function q 7→ φ⋆q is the infimum of a family of
continuous functions. □

From this, we can deduce a continuity property:

Lemma A.13. Let V be a finite-dimensional vector space and q be in
Q+(V ). Assume (qn) is a sequence in Q+(V ) such that qn −−−→

n→∞
q with

qn ≥ q, n ≥ 0. Then, for any φ ̸= 0 in V ∗, we have φ⋆qn −−−→
n→∞

φ⋆q.

Proof. This is a consequence of semicontinuity and concavity. Indeed,
on one hand, by Lemma A.12, we have

(A.1) lim supφ⋆qn ≤ φ⋆q.

On the other hand, for any n, we set pn = qn−q, so that by assump-
tion, the bilinear form pn is non-negative and pn −−−→

n→∞
0. In particular,

again by Lemma A.12, we have φ⋆pn −−−→
n→∞

0. Now, by Lemma A.5,

for any n, we have
φ⋆qn ≥ φ⋆q + φ⋆pn,

hence

(A.2) lim inf φ⋆qn ≥ φ⋆q.

The result follows from (A.1) and (A.2). □

Next, we give a formula for φ⋆q.
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Lemma A.14. Let H be Hilbert space with scalar product p, u be a
non-zero vector of H, T be a bounded non-negative self-adjoint operator
of H and ν be the spectral measure of u with respect to T . Then if φ
is the linear functional v 7→ p(u, v) and q is the bilinear form (v, w) 7→
p(Tv, w), we have

φ⋆q =

(∫ ∞
0

dν(t)

t

)−1
.

In particular, we have φ⋆q = 0 if and only if
∫∞
0

dν(t)
t

= ∞.

Proof. Recall that ν is a compactly supported positive Radon measure
on [0,∞). By the Spectral Theorem, we only need to prove the formula
when H = L2([0,∞), ν), u is the constant function 1 and T is the
operator f(t) 7→ tf(t).

Note that if ν(0) > 0, we have q(10,10) = 0 and φ(10) > 0, hence
φ∗q = 0 and the result holds. Therefore, we will now assume that we
have ν(0) = 0.

In this case, by definition, we have

(φ⋆q)
−1 = sup

f∈H∖{0}

(
∫∞
0
fdν)2∫∞

0
tf(t)2dν(t)

.

We let µ be the Radon measure with dµ(t) = tdν(t). The supremum
above is finite if and only if the function t 7→ 1

t
belongs to L2([0,∞), µ),

that is, the function t 7→ 1
t

belongs to L1([0,∞), µ). When this holds,

the supremum is equal to
∫∞
0
t−2dµ(t) =

∫∞
0
t−1dν(t). □

From this formula, we can deduce a first case of Proposition A.8.

Corollary A.15. Let H be Hilbert space with scalar product p and
φ be a non-zero continuous linear functional on H. Then, if q is a
continuous non-negative symmetric bilinear form on H, we have:

φ⋆(εp+ q) −−→
ε→0

φ⋆q.

Proof. Let u be the vector in H which represents φ and T be the
bounded self-adjoint operator on H which represents q. If ν is the
spectral measure of u with respect to T , by Lemma A.14, for any
ε ≥ 0, we have

φ⋆(εp+ q) =

(∫ ∞
0

dν(t)

t+ ε

)−1
.

The conclusion follows from the Monotone Convergence Theorem. □

We are now ready to conclude.
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Proof of Proposition A.8. For any ε > 0, we set rε = π⋆(εp + q). As
the family (rε)ε>0 is an non-decreasing family of non-negative forms, it
has a limit r as ε → 0. We need to prove that r = π∗q. On one hand,
by Lemma A.4 and Corollary A.15, for any non-zero linear functional
φ on W , we have

φ⋆rε = (φπ)⋆(εp+ q) −−→
ε→0

(φπ)⋆q = φ⋆π⋆q.

On the other hand, as, for any ε > 0, rε ≥ r, by Lemma A.13, we have

φ⋆rε −−→
ε→0

φ⋆r.

We get φ⋆π⋆q = φ⋆r for any φ, hence π⋆q = r by Lemma A.11. □

A.3. Derivative of the image map. For a finite-dimensional vector
space V , the map q 7→ π∗q is smooth on the space Q++(V ) of positive
definite bilinear forms on V . We have even used an infinite-dimensional
version of this result that we will now prove.

Fix a Hilbert space H with scalar product p. We recall that a con-
tinuous symmetric bilinear form q on H is said to be coercive if there
exists ε > 0 with q(v, v) ≥ εp(v, v), v ∈ H, or equivalently if q is pos-
itive definite and defines the same topology as p on H. We denote by
Q∞++(H) the space of coercive continuous bilinear symmetric forms on
H, which is an open subset for the norm topology of the space Q∞(H)
of continuous bilinear symmetric forms.

Proposition A.16. Let H be a Hilbert space, W be a finite-dimen-
sional vector space and π : H → W be a continuous surjective linear
map. We denote by π†p : W → H the adjoint operator of π, that is, the
linear map with (π⋆p)(π(v), w) = p(v, π†p(w)), v ∈ H, w ∈ W . Then
the map q 7→ π∗q,Q∞++(H) → Q++(W ) is smooth. Its derivative at p
is the linear map q 7→ (π†p)⋆q,Q∞(H) → Q(W ).

Proof. Let q be in Q∞++(H). We will compute the adjoint π†q of π with
respect to the scalar product q on H. Let T be the unique self-adjoint
bounded operator on H such that q(v1, v2) = p(Tv1, v2) for v1, v2 in H.
As q is coercive, T is invertible. Let L ⊂ H be the kernel of π. The
space π†p(W ) is the orthogonal complement L⊥p of L with respect to
p. By construction, the orthogonal complement L⊥q of L with respect
to q is T−1π†p(W ). In particular, the endomorphism πT−1π†p of W is
injective, hence bijective. We denote by U its inverse. We claim that
we have π†q = T−1π†pU . Indeed, on one hand, the range of the linear
operator T−1π†pU is T−1π†p(W ) = L⊥q and on the other hand we have
πT−1π†pU = IdW . Therefore, we have π†q = T−1π†pU and, for w1, w2
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in W ,

(A.3) π∗q(w1, w2) = π†q(w1, w2) = q(T−1π†pUw1, T
−1π†pUw2)

= p(π†pUw1, T
−1π†pUw2).

As the inverse map is smooth on the space of invertible operators, π∗q
depends smoothly on q. Let us now compute its derivative dp(π∗) at
p. For this, we will derivate the quantity in (A.3) for T close to the
identity operator.

We let B(H) denote the space of bounded operators on H. The deriv-
ative of the inverse map at the identity operator is Θ 7→ −Θ,B(H) →
B(H). Hence, by the chain rule, the derivative of the map T 7→
(πT−1π†p)−1 at the identity operator is the map Θ 7→ πΘπ†p,B(H) →
End(W ). Let q be in Q∞(H) and Θ be the self-adjoint operator asso-
ciated to q. We get, from (A.3), for w1, w2 in W ,

dp(π∗)(q)

= p(π†pπΘπ†pw1, π
†pw2)−p(π†pw1,Θπ

†pw2)+p(π†pw1, π
†pπΘπ†pw2).

Now we claim that the three numbers in the right hand-side of the
latter are actually equal to each other. Indeed, by construction the
operator π†pπ is the p-orthogonal projection on π†(W ), so that

p(π†pπΘπ†pw1, π
†pw2) = p(Θπ†pw1, π

†pw2) = p(π†pw1,Θπ
†pw2)

= p(π†pw1, π
†pπΘπ†pw2)

and

dp(π∗)(q) = p(π†pw1,Θπ
†pw2) = q(π†pw1, π

†pw2)

as required. □

Appendix B. Euclidean projective limits

The purpose of this appendix is to define and study the notion of a
Euclidean projective limit that has been used throughout the article.

B.1. Non-negative projective systems. We first define non-nega-
tive projective systems and the associated Euclidean projective limits.

Definition B.1. A non-negative projective system is a sequence
(Xℓ, qℓ, πℓ)ℓ≥0 where, for any integer ℓ ≥ 0, Xℓ is a finite-dimensional
real vector space, qℓ is a non-negative symmetric bilinear form on Xℓ

and πℓ : Xℓ+1 → Xℓ is a surjective map such that (πℓ)
⋆qℓ ≤ qℓ+1 (that

is, the bilinear symmetric form qℓ+1 − (πℓ)
⋆qℓ is non-negative).
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Remark B.2. For any ℓ ≥ 0, let Yℓ ⊂ Xℓ be the null space of qℓ. Then
we have πℓYℓ+1 ⊂ Yℓ. Set Xℓ = Xℓ/Yℓ and let πℓ : Xℓ+1 → Xℓ be the
natural map and qℓ be the bilinear form induced by qℓ on Xℓ. Then the
sequence (Xℓ, qℓ, πℓ)ℓ≥0 is again a non-negative projective system and
the forms (qℓ)ℓ≥0 are all positive definite. We shall use this construction
repeatedly.

Recall that the algebraic projective limit X of the projective system
(Xℓ, πℓ) is defined as

X = lim←−
ℓ≥0

Xℓ =

{
x = (xℓ)ℓ≥0 ∈

∏
ℓ≥0

Xℓ

∣∣∣∣∣∀ℓ ≥ 0 xℓ = πℓ(xℓ+1)

}
.

To any non-negative projective system we can associate a natural Hil-
bert space.

Lemma B.3. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a non-negative projective system
and let X be the algebraic projective limit of the projective system
(Xℓ, πℓ). We let L ⊂ X be the set of those x = (xℓ)ℓ≥0 in X such
that

sup
ℓ≥0

qℓ(xℓ, xℓ) <∞.

Then L is a vector subspace of X and there exists a unique non-negative
symmetric bilinear form q on L with

q(x, x) = sup
ℓ≥0

qℓ(xℓ, xℓ), x ∈ L.

The space H = L/ ker q, equipped with the positive definite bilinear
form induced by q is complete.

Definition B.4. If (Xℓ, qℓ, πℓ)ℓ≥0 is a non-negative projective system
the Hilbert space H from Lemma B.3 is called the Euclidean projective
limit of the system.

Remark B.5. Note that in general, there is no reason for H not to be
reduced to 0. We will address this question in the next subsections.

Proof of Lemma B.3. By Minkowski inequality (that is, the triangle
inequality for non-negative quadratic forms), for any x, y in L, we have,
for ℓ ≥ 0,

qℓ(xℓ + yℓ, xℓ + yℓ) ≤ (qℓ(xℓ)
1
2 + qℓ(yℓ)

1
2 )2,

hence x+ y belongs to L. Now, we set

q(x, y) = lim
ℓ→∞

1

2
(qℓ(x+ y, x+ y) − qℓ(x, x) − qℓ(y, y))
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One checks that q is a symmetric bilinear form and that, for any x in
L,

q(x, x) = sup
ℓ≥0

qℓ(xℓ, xℓ).

In particular, q is non-negative.
It remains to prove that the space H = L/ ker q is complete for

the bilinear form induced by q, which we still denote by q. First, we
assume that, for any ℓ ≥ 0, qℓ is positive definite. In this case, we
have ker q = {0} and H = L. We need to prove that any absolutely
convergent series in H is convergent. Let us pick a sequence (xn) in H
and assume it is absolutely convergent, that is,∑

n

q(xn, xn)
1
2 <∞.

Set, for any n, xn = (xℓ,n)ℓ≥0. We have, for ℓ ≥ 0,∑
n

qℓ(xℓ,n, xℓ,n)
1
2 <∞.

Hence the series
∑

n xℓ,n converges in the finite-dimensional Hilbert
space (Xℓ, qℓ) towards an element xℓ. By uniqueness of the limit, we
have πℓ(xℓ+1) = xℓ. Therefore, the element x = (xℓ)ℓ≥0 in

∏
ℓ≥0Xℓ

actually belongs to the algebraic projective limit X. Now, for any ℓ,
we have

qℓ(xℓ, xℓ) ≤

(∑
n

qℓ(xℓ,n, xℓ,n)
1
2

)2

≤

(∑
n

q(xn, xn)
1
2

)2

,

hence x belongs to H. In the same way, one checks that
∑

n xn = x in
H.

In the general case, we let (Xℓ, qℓ, πℓ)ℓ≥0 be as in Remark B.2 above,
that is Xℓ is the quotient of Xℓ by the null space of qℓ, qℓ is the induced
symmetric bilinear form on Xℓ and πℓ : Xℓ+1 → Xℓ is the natural
map. Then the algebraic projective limit X of the projective system
(Xℓ, qℓ)ℓ≥0 is exactly the quotient of X by the space

ker q = {x = (xℓ)ℓ≥0 ∈ X|∀ℓ ≥ 0 xℓ ∈ ker qℓ}.

We are brought back to the case where all the qℓ are positive definite.
□

B.2. Straight systems. We now would like to have conditions for the
Euclidean projective limit to be large. To this aim, we introduce a new
notion.
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Definition B.6. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a non-negative projective sys-
tem. We shall say that the system is straight if, for every ℓ ≥ 0, we
have (πℓ)⋆qℓ+1 = qℓ, that is, qℓ is the Euclidean image of qℓ+1.

Straight systems have good Euclidean projective limits.

Lemma B.7. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a straight non-negative projective
system and let H be its Euclidean projective limit. Then, for any ℓ ≥ 0,
the natural map ρℓ : H → Xℓ/ ker qℓ is onto and one has (ρℓ)⋆q = qℓ.

A subspace L ⊂ H is dense in H if and only if, for any ℓ ≥ 0,
ρℓ(L) = Xℓ/ ker qℓ and (ρℓ)⋆q|L = qℓ.

Proof. As noticed in Remark B.2, we can assume that, for any ℓ ≥ 0,
the symmetric bilinear form qℓ is positive definite. Set W0 = X0 and
p0 = q0 and, for ℓ ≥ 1, set Wℓ = kerπℓ−1 and let pℓ be the restriction
of qℓ to Wℓ. The system being straight, we have an isomorphism Xℓ →
W0⊕· · ·Wℓ which sends qℓ to p0 + · · ·+ pℓ and which identifies πℓ with
the natural map W0⊕· · ·Wℓ+1 → W0⊕· · ·Wℓ. Now we see that H may
be defined as Hilbertian direct sum of the Euclidean spaces (Wℓ, pℓ)ℓ≥0.
In particular, the first part of the lemma follows easily.

Let now L be a closed subspace of H such that, for any ℓ ≥ 0,
ρℓ(L) = Xℓ and (ρℓ)⋆q|L = qℓ and let us prove that L = H. Indeed, we
can identify ρℓ with the orthogonal projection H → Xℓ = W0 ⊕ · · ·Wℓ.
Now, as (ρℓ)⋆q|L = qℓ, there exists a closed subspace Yℓ of L such that
ρℓ is an isometry from Yℓ onto Xℓ. But as ρℓ is an orthogonal projection
of H, this implies that Yℓ = Xℓ, hence Xℓ ⊂ L. As this is true, for any
ℓ, we get L = H as required. □

B.3. Straightenable systems. We shall now see how can build a
straight system from one that is not.

For k ≥ ℓ, let us write πk,ℓ for the natural product map

πk,ℓ = πk−1 · · · πℓ : Xk → Xℓ.

If the system is not straight, we can try to straighten it. There is a
natural formula for doing so.

Lemma B.8. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a non-negative projective system.
Assume that, for any ℓ and any x in Xℓ, one has

Φℓ(x) = sup
k≥ℓ

(πk,ℓ)⋆qk(x, x) = sup
k≥ℓ

inf
y∈Xk

πk,ℓ(y)=x

qk(y, y) <∞.

Then, for any ℓ, Φℓ is a quadratic form on Xℓ. Let pℓ be its polar form.
The family (Xℓ, pℓ, πℓ)ℓ≥0 is a straight non-negative projective system.
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Definition B.9. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a non-negative projective sys-
tem. We say that it is straightenable if, for any ℓ and any x in Xℓ, we
have

sup
k≥ℓ

(πk,ℓ)⋆qk(x, x) <∞.

In this case, the straight non-negative projective system (Xℓ, pℓ, πℓ)ℓ≥0
from Lemma B.8 is called the straightening of (Xℓ, qℓ, πℓ)ℓ≥0.

Proof of Lemma B.8. Fix ℓ ≥ 0. For any k ≥ ℓ, let Φk
ℓ denote the qua-

dratic form x 7→ (πk,ℓ)⋆qk(x, x) on Xℓ. If k > ℓ, since qk ≥ (πk−1)
⋆qk−1,

we have, for any x in Xℓ

Φk
ℓ (x) ≥ inf

y∈Xk
πk,ℓ(y)=x

qk−1(πk(y), πk(y)) = Φk−1
ℓ (x),

where the latter inequality holds because of the surjectivity of πk−1. In
particular, we have

Φk
ℓ (x) −−−→

k→∞
Φℓ(x)

and Φℓ is a quadratic form. As in the statement, we let pℓ denote its
polar form. Since Φℓ ≥ Φℓ

ℓ and Φℓ
ℓ is the quadratic form associated to

qℓ, Φℓ is non-negative. Finally, for any x in Xℓ+1 and any k ≥ ℓ + 1,
we have

{y ∈ Xk|πk,ℓ+1(y) = x} ⊂ {y ∈ Xk|πk,ℓ(y) = πℓ(y)},

hence Φℓ+1 ≥ (πℓ)
⋆Φℓ and the family (Xℓ, pℓ, πℓ)ℓ≥0 is a non-negative

projective system. It remains to prove that this system is straight,
which is the main difficulty of the proof.

To this aim, we need to introduce more notation. For any ℓ, let
Wℓ ⊂ Xℓ be the null space of Φℓ. As Φℓ is the non-decreasing limit of
the Φk

ℓ , k ≥ ℓ, there exists a smallest k ≥ ℓ such that Wℓ is the null
space of Φk

ℓ . We denote it by j(ℓ). We also set Vℓ = Xℓ/Wℓ.
Now, fix ℓ ≥ 0 and x in Xℓ. We claim that there exists y in Xℓ+1

such that πℓ(y) = x and, for any k ≥ ℓ + 1, Φk
ℓ+1(y) ≤ Φℓ(y), which

finishes the proof
Indeed, by Lemma A.4, for k ≥ ℓ+ 1, we have (πℓ)⋆Φ

k
ℓ+1 = Φk

ℓ ≤ Φℓ.
As Xℓ+1 is finite-dimensional, this implies that the set

Ak = {y ∈ Xℓ+1|πℓ(y) = x and Φk
ℓ+1(y) ≤ Φℓ(x)}

is not empty. Note that one has Ak+1 ⊂ Ak. We let Bk be the image
of Ak in Vℓ+1. Then, if k ≥ j(ℓ+ 1), Bk is a compact subset of Vk. As
this sequence is non-increasing, we have

⋂
k≥j(ℓ+1)Bk ̸= ∅ and we are

done. □
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The straightened system and the original one have the same Eu-
clidean projective limit:

Lemma B.10. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a straightenable non-negative pro-
jective system and let (Xℓ, pℓ, πℓ)ℓ≥0 be its straightening. For any x =
(xℓ)ℓ≥0 in the algebraic projective limit, we have

sup
ℓ≥0

pℓ(xℓ, xℓ) = sup
ℓ≥0

qℓ(xℓ, xℓ).

In particular, both systems have the same Euclidean projective limit.

Proof. On one-hand, we have, for any ℓ ≥ 0, qℓ ≤ pℓ, hence

sup
ℓ≥0

qℓ(xℓ, xℓ) ≤ sup
ℓ≥0

pℓ(xℓ, xℓ).

On the other hand, for any k ≥ ℓ ≥ 0, we have πk,ℓ(xk) = xℓ, hence

pℓ(xℓ, xℓ) = sup
k≥ℓ

(πk,ℓ)⋆qk(x, x) = sup
k≥ℓ

inf
y∈Xk

πk,ℓ(y)=xℓ

qk(y, y) ≤ sup
k≥ℓ

qk(xk, xk).

□

The notion of a straightenable system allows us to characterize the
case where the Euclidean projective limit is large enough.

Proposition B.11. Let (Xℓ, qℓ, πℓ)ℓ≥0 be a non-negative projective sys-
tem with Euclidean projective limit H. The following are equivalent:
(i) The system is straightenable.
(ii) For any ℓ ≥ 0, the natural map H → Xℓ/ ker qℓ is onto.
(iii) There exists a Hilbert space K and a family (θℓ)ℓ≥0 where, for any
ℓ ≥ 0, θℓ is a surjective continuous linear map K → Xℓ/ ker qℓ with
θℓ = πℓθℓ+1 and qℓ(θℓ(v), θℓ(v)) ≤ ∥v∥2 for any v in K.

Proof. (i)⇒(ii) This follows from Lemmas B.7, B.8 and B.10.
(ii)⇒(iii) This is evident by taking H = K.
(iii)⇒(i) Let ℓ ≥ 0 and v be in K. For any k ≥ ℓ, we have

πk,ℓ(θk(v)) = θℓ(v). Hence,

sup
k≥ℓ

inf
y∈Xk

πk,ℓ(y)=θℓ(v)

qk(y, y) ≤ ∥v∥2 .

As the maps θℓ are surjective, the system is straightenable. □

Appendix C. Quadratic duality

We recall here some basic facts about the duality between the spaces
of symmetric bilinear forms on a vector space and on its dual space.
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C.1. Definition and elementary properties. Let V be a finite-
dimensional vector space. As usual, we let V ∗ denote its dual space
and Q(V ) denote the space of symmetric bilinear forms on V .

For φ, ψ in V ∗, we let φψ ∈ Q(V ) denote the bilinear form

(v, w) 7→ 1

2
(φ(v)ψ(w) + ψ(v)φ(w))

on V . If φ = ψ, we write φ2 for φφ. In the same way, for v, w in V ,
we let vw denote the bilinear form

(φ, ψ) 7→ 1

2
(φ(v)ψ(w) + ψ(v)φ(w))

on V ∗ and, when v = w, we write v2 for vv. In the formalism of multi-
linear algebra, the map φ 7→ φ2 (resp. v 7→ v2) defines an isomorphism
between the spaces S2V ∗ (resp. S2V ) and Q(V ) (resp. Q(V ∗)).

Any p in Q(V ) defines a linear map θp : V → V ∗ such that, for
v, w in V , one has p(v, w) = ⟨θpv, w⟩. The fact that p is symmetric
translates into saying that θp is equal to its adjoint operator, that is,
θp = θ∗p (when V is identified with the dual space of V ∗!)

For any p in Q(V ) and q in Q(V ∗), we set

⟨p, q⟩ = tr(θpθq) = tr(θqθp).

Lemma C.1. Let V be a finite-dimensional vector space. For any p in
Q(V ) and v in V , we have ⟨p, v2⟩ = p(v, v). In particular, the pairing
⟨., .⟩ between Q(V ) and Q(V ∗) is non-degenerate. For any φ in V ∗ and
v in V , one has ⟨φ2, v2⟩ = φ(v)2 and this property uniquely determines
the pairing ⟨., .⟩.

The pairing ⟨., .⟩ is called the quadratic duality in this paper.

Proof. For v in V and q = v2, the linear map θq : V ∗ → V reads as φ 7→
φ(v)v. Thus, for p in Q(V ), θpθq is the endomorphism w 7→ p(v, w)v
of V whose trace is p(v, v). Non-degeneracy follows. The uniqueness
property comes from the fact that the φ2, φ ∈ V ∗, span Q(V ) as a
vector space. □

The quadratic duality behaves well under linear maps.

Lemma C.2. Let V andW be finite-dimensional real vector spaces and
T : V → W be a linear map with adjoint linear map T ∗ : W ∗ → V ∗.
If p is a symmetric bilinear form on W and q is a symmetric bilinear
form on V ∗, we have

⟨T ⋆p, q⟩ = ⟨p, (T ∗)⋆q⟩.
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Proof. Indeed, one has θT ⋆p = T ∗θpT and θ(T ∗)⋆q = TθqT
∗, hence

⟨T ⋆p, q⟩ = tr(T ∗θpTθq) = tr(θpTθqT
∗) = ⟨p, (T ∗)⋆q⟩.

□

C.2. A Euclidean formula. Let V be a finite-dimensional vector
space. We will see how the formalism of the quadratic duality allows
to describe the classical GL(V )-invariant Riemannian metric on the set
Q++(V ) of positive definite symmetric bilinear forms on V .

If p is in Q++(V ), the map θp : V → V ∗ is a linear isomorphism.
We define the dual form δV (p) of p as the positive symmetric bilinear
form (θ−1p )⋆p on V ∗. The map δV : Q++(V ) → Q++(V ∗) is a smooth
diffeomorphism and we can compute its derivative.

Lemma C.3. Let V be a finite-dimensional vector space, p be a scalar
product on V and q be in Q(V ). We have

dpδV (q) = −(θ−1p )⋆q.

For p, q as in the setting, there exists a unique p-symmetric endo-
morphism A of V with q(v, w) = p(Av,w) for v, w in V . We say that
A is the endomorphism which represents q with respect to p.

Proof. Let first q be in Q++(V ) and A be the p-symmetric endomor-
phism which represents q with respect to p. For any φ, ψ in V ∗, let
v = θ−1p φ and w = θ−1p ψ be the vectors such that φ(u) = p(u, v) and
ψ(u) = p(u,w) for u in V . We have, by definition, θq = θpA, hence

δV (q)(φ, ψ) = q(A−1v, A−1w) = p(v, A−1w).

Therefore, for q in Q(V ), dpδV (q)(φ, ψ) = −p(v, Aw), which we may
write as dpδV (q) = −(θ−1p )⋆q. □

The derivative of δV allows to define the natural Riemannian metric
of Q++(V ) (see [21, Chapter VI]).

Lemma C.4. Let V be a finite-dimensional vector space, p be a scalar
product on V and q, r be in Q(V ). We have

−⟨q, dpδV (r)⟩ = tr(AB),

where A and B are the p-symmetric endomorphisms of V which repre-
sent q and r with respect to p.

Proof. We have θq = θpA and θr = θpB. By Lemma C.3, we get
θdpδV (r) = −Bθ−1p , hence, by definition, ⟨q, dpδV (r)⟩ = − tr(θpABθ

−1
p ) =

− tr(AB). □
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C.3. A formula for finite sets. We give a formula for the quadratic
duality which was used in the proof of the weight formula in Subsection
11.2.

Let A be a finite set and V be the space of real-valued functions
on A. We identify V with its dual space through the bilinear form
(f, g) 7→

∑
a∈A f(a)g(a). As usual, we set V to be the quotient space

of V by the line of constant functions and we identify the dual space
of V with the space V0 = {f ∈ V |

∑
a f(a) = 0}.

If p and q are symmetric bilinear forms on V and V0, we set, for a, b
in A,

φp(a, b) = −p(1a,1b)
Kq(a, b) = q(1a − 1b,1a − 1b),

where by abuse of notation, we write 1a,1b for their images in V .

Lemma C.5. Let p and q be symmetric bilinear forms on V and V0.
We have

⟨p, q⟩ =
1

2

∑
(a,b)∈A2

φp(a, b)Kq(a, b).

Proof. Let T : V → V be the natural quotient map, so that T ∗ is the
inclusion V0 ↪→ V . We define a symmetric bilinear form q̂ on V by
setting, for f, g in V ,

q̂(f, g) = −1

2

∑
(a,b)∈A2

Kq(a, b)f(a)g(b).

Then the restriction of q̂ to V0 is q, that is, (T ∗)⋆q̂ = q. Thus, by
Lemma C.2, we have

⟨p, q⟩ = ⟨p, (T ∗)⋆q̂⟩ = ⟨T ⋆p, q̂⟩.

Through the identification between V and its dual space, the basis
(1a)a∈A is equal to its dual basis, so that, by definition, we have

⟨T ⋆p, q⟩ =
∑

(a,b)∈A2

p(T1a, T1b)q̂(1a,1b)

and the result follows. □

Appendix D. Haagerup inequality

In the course of the article, we have used Haagerup inequality from
[18] to ensure that certain convolution operators were bounded. In this
appendix, we show precisely how to adapt the original statement and
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proof by Haagerup in order to have them fitting in our framework. This
adaptation could also be seen as following from [19] and [23].

We keep the notation of the article. In particular, X is a tree and Γ
is a discrete group of automorphisms of X such that Γ\X is finite.

D.1. Norms of convolutors. The original Haagerup inequality dom-
inates the norm of the convolution operator on ℓ2(Γ) associated to a
function f on ℓ2(Γ) by a weighted ℓ2-norm of f . As, in our case, the
action of Γ on X is not necessarily transitive, we use convolution op-
erators by Γ-invariant functions on X∗. We shall first define precisely
which kind of norms we will use on the space of such functions.

For φ a Γ-invariant function on X2, we set

(∥φ∥Γ2 )2 =
∑

(x,y)∈Γ\X2

1

|Γx ∩ Γy|
φ(x, y)2.

Lemma D.1. There exists C > 0 such that, for any Γ invariant func-
tion on φ on X∗, we have

1

C
∥φ∥Γ2 ≤ sup

x∈X
∥φ(x, .)∥2 ≤ C ∥φ∥Γ2 ,

where, for x in X, ∥φ(x, .)∥2 is the norm of the function y 7→ φ(x, y)
in ℓ2(X) if this function belongs to this space and ∞ else.

Proof. Lemma 9.11 gives

(∥φ∥Γ2 )2 =
∑
x∈Γ\X

1

|Γx|
∥φ(x, .)∥22 .

The conclusion follows from the fact that Γ\X is finite. □

D.2. Bounded convolution operators. We recall that X∗ stands
for the set of (x, y) in X2 with x ̸= y and that, for k ≥ 1, Xk stands
for the set of (x, y) with d(x, y) = k. As above, we write ℓ2−(X1) for
the space of square-integrable skew-symmetric functions on X1. For
a Γ-invariant function φ on X∗, we defined in (10.1) the associated
convolution operator Pφ by the following formula: if ψ is a finitely
supported skew-symmetric function ψ on X1, for (x, y) in X1,

Pφψ(x, y) =
∑

(a,b)∈X1

y,b∈[xa]

φ(x, a)ψ(b, a) −
∑

(a,b)∈X1

x,b∈[ya]

φ(y, a)ψ(b, a)

− 1

2
(φ(x, y) + φ(y, x))ψ(x, y).

Haagerup inequality states as
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Proposition D.2. Let φ be a Γ-invariant function φ on X∗ such that∑
(x,y)∈Γ\X∗

φ(x, y)2d(x, y)α <∞

for some α > 2. Then the convolution operator Pφ is bounded in
ℓ2−(X1).

We will prove this by following the same lines as in [18]. First, we
translate [18, Lemma 1.3] which is the key observation of the proof.
We fix a point o in X that will play the role of an origin and, for any
integer k ≥ 1, we set

Yk = {(x, y) ∈ X1|max(d(o, x), d(o, y)) = k}.
We get

Lemma D.3. There exists C > 0 such that the following holds. Let
j, k, ℓ ≥ 1 and φ be a Γ-invariant function on X∗, with support on
Xj and ψ be a skew-symmetric function on X1 with support on Yk. If
j ≤ k + ℓ, k ≤ ℓ+ j and ℓ ≤ j + k, we have

∥(Pφψ)1Yℓ∥2 ≤ C ∥φ∥Γ2 ∥ψ∥2 .
In all other cases, we have Pφψ = 0 on Yℓ.

Proof. If j = 1, Pφ is just the multiplication operator by the function
(x, y) 7→ 1

2
(φ(x, y) + φ(y, x)) on ℓ2−(X1). The required inequality fol-

lows since all the norms on the finite-dimensional space of Γ-invariant
functions on X1 are equivalent.

Therefore, we assume j ≥ 2. In that case, for any function ψ in
ℓ2−(X1) and any x ∼ y in X, we have

Pφψ(x, y) =
∑

a∈Sj(x)
y∈[xa]

φ(x, a)ψ(a1, a) −
∑

b∈Sj(y)
x∈[yb]

φ(y, b)ψ(b1, b),

where, for a, b as above a1, b1 are their neighbour which are closest to
[xy]. For x in X with d(x, o) = x ̸= o, we let x− denote its neighbour
on [ox]. We must dominate the quantity

∥(Pφψ)1Yℓ∥
2
2 = 2

∑
d(x,o)=ℓ

(Pφψ(x−, x))2.

Now, recall that φ has support in Xj and ψ has support in Yk. Hence
if, for some x with d(x, o) = ℓ, we have Pψφ(x−, x) ̸= 0, then three
possibilities can occur:
– (i) there exists a in X with d(x, a) = j, d(a, o) = k, x− ∈ [ax] and
a /∈ [ox]. In that case, we have, by the triangle identity, j ≤ k + ℓ,
k ≤ ℓ+ j, and ℓ ≤ j+ k. Let y be the point such that [ao]∩ [xo] = [yo]
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Figure 6. The three cases in the proof of Lemma D.3

and i = d(y, o). As x− belongs to [ax], we have y ̸= x hence i ≤ ℓ− 1.
Besides, we have

j = d(a, x) = d(a, y) + d(y, x) = (k − i) + (ℓ− i) = k + ℓ− 2i,

so that 2i = k+ℓ−j and this number must be even. Also, as i ≤ ℓ−1,
we have k ≤ j + ℓ − 2 and, as a /∈ [ox], we have i ≤ k − 1, hence
ℓ ≤ j + k − 2.
– (ii) there exists a in [ox−] with d(x, a) = j and d(a, o) = k − 1. In
that case, we have ℓ = d(x, o) = j + k − 1.
– (iii) there exists b in X with d(x, b) = j−1, d(b, o) = k and x− /∈ [xb].
In that case, as x− is not in [xb], we have x ∈ [ob] hence k = ℓ+ j − 1.
The three cases are pictured on Figure 6.

Note in particular that the inequalities over j, k, ℓ imply that no two
of those three cases can happen simultaneanously.

We now prove the inequality in case (i), that is, we assume that we
have j ≤ k + ℓ, k ≤ ℓ+ j − 2, ℓ ≤ j + k − 2 and that j + k + ℓ is even
and we set i = 1

2
(k + ℓ− j). The reasoning above, gives

(D.1)

∥(Pφψ)1Yℓ∥
2
2 = 2

∑
d(y,o)=i

∑
d(x,y)=ℓ−i
y∈[xo]

 ∑
d(a,y)=k−i

[ao]∩[xo]=[yo]

φ(x, a)ψ(a−, a)


2

.
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We define a new Γ-invariant function φ′ on X∗. For any (x, y) in X∗,
if d(x, y) = ℓ− i, we set

φ′(x, y) =

 ∑
d(x,z)=j
y∈[xz]

ψ(x, z)2


1
2

.

Else, we set φ′(x, y) = 0. By (D.1) and Cauchy-Schwarz inequality, we
have

∥(Pφψ)1Yℓ∥
2
2 ≤ 2

∑
d(y,o)=i

∑
d(a,o)=k
y∈[ao]

ψ(a−, a)2
∑

d(x,o)=ℓ
y∈[xo]

φ′(x, y)2

≤ sup
y∈X

∥φ′(., y)∥22 ∥ψ∥
2
2 .

Now, let C be as in Lemma D.1, as φ′ is Γ-invariant, we have

sup
y∈X

∥φ′(., y)∥2 ≤ C2 sup
x∈X

∥φ′(x, .)∥2

and by the definition of φ′,

sup
x∈X

∥φ′(x, .)∥2 = sup
x∈X

∥φ(x, .)∥2 ≤ C ∥φ∥Γ2 .

The result follows.
In case (ii), we have ℓ = j + k − 1 and we can write

∥(Pφψ)1Yℓ∥
2
2 = 2

∑
d(y,o)=k

∑
d(x,y)=j−1
y∈[xo]

φ(x, y−)2ψ(y, y−)2

≤ sup
y∈X

∥φ(., y)∥22 ∥ψ∥
2
2 ,

and we conclude again by Lemma D.1.
Finally, in case (iii), we have k = ℓ+ j − 1 and

∥(Pφψ)1Yℓ∥
2
2 = 2

∑
d(x,o)=ℓ

 ∑
d(b,o)=k
x∈[bo]

φ(x−, b)ψ(b−, b)


2

.
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As in case (i), we define a Γ-invariant function φ′ on X1 by setting, for
any (u, v) in X1,

φ′(u, v) =

 ∑
d(u,w)=j
y∈[xz]

ψ(u,w)2


1
2

,

so that Cauchy-Schwarz inequality gives

∥(Pφψ)1Yℓ∥2 ≤ sup
(u,v)∈X1

φ′(u, v) ∥ψ∥2 ,

and we conclude as above. □

From Lemma D.3, we easily deduce Proposition D.2 as in [18, Lemma
1.4, Lemma 1.5].

Proof of Proposition D.2. Pick a Γ-invariant function φ on X∗. Let us
for the moment fix j ≥ 1 and set φj = φ1Xj

. Let ψ be a finitely
suported skew-symmetric function on X1. For k ≥ 1, we write ψk =
ψ1Yk , so that ψ =

∑
k≥1 ψk. By Lemma D.3, we can find C > 0 such

that, for any such ψ, for ℓ ≥ 1, one has

∥∥Pφj
ψ1Yℓ

∥∥
2
≤
∑
k≥1

∥∥(Pφj
ψk)1Yℓ

∥∥
2
≤ C ∥φj∥Γ2

j+ℓ∑
k=|j−ℓ|

∥ψk∥2 .

Indeed, for any k /∈ [|j−ℓ|, j+ℓ], Lemma D.3 says that (Pφj
ψk)1Yℓ = 0.

We can dominate the norm of Pφj
ψ by∥∥Pφj

ψ
∥∥2
2

=
∑
ℓ≥1

∥∥Pφj
ψ1Yℓ

∥∥2
2

≤ C2(∥φj∥Γ2 )2
∑
ℓ≥1

 j+ℓ∑
k=|j−ℓ|

∥ψk∥2

2

≤ C2(∥φj∥Γ2 )2
∑
ℓ≥1

(2 min(j, ℓ) + 1)

j+ℓ∑
k=|j−ℓ|

∥ψk∥22

≤ C23j(∥φj∥Γ2 )2
∑
k≥1

(2 min(j, k) + 1) ∥ψk∥22

≤ C29j2(∥φj∥Γ2 )2 ∥ψ∥22 ,

where we have used Cauchy-Schwarz inequality.
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Now, we have

∥Pφψ∥2 ≤
∑
j≥1

∥∥Pφj
ψ
∥∥
2
≤ 3C ∥ψ∥2

∑
j≥1

j ∥φj∥Γ2 .

Fix α > 2 and set C ′ =
∑

j≥1 j
1−α. For any sequence (xj)j≥1 of non-

negative real numbers, Cauchy-Schwarz inequality gives (
∑

j≥1 jxj)
2 ≤

C ′
∑

j≥1 j
αx2j . Thus, we get

∥Pφψ∥22 ≤ 9C2C ′ ∥ψ∥22
∑
j≥1

jα(∥φj∥Γ2 )2

and we are done. □
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de Théorie Spectrale et Géométrie No. 13, Année 1994-1995, 97-122, Univ.
Grenoble I, Saint-Martin-d’Hères, 1995.

[28] W. M lotkowski, Positive and negative definite kernels on trees, Harmonic anal-
ysis and discrete potential theory (Frascati, 1991), 107-110, Plenum, New York,
1992.

[29] G. I. Olshanski, The representations of the automorphism group of a tree,
Uspehi Mat. Nauk 30 (1975), 169-170.

[30] W. Parry, M. Pollicott, Zeta functions and the periodic orbit structure of
hyperbolic dynamics, Astérisque 187-188 (1990).
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