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Abstract A 4th-order accurate, low dissipative flow solver is used to perform

Large-Eddy Simulations of three typical hemodynamic situations: the flow through

the idealized medical device proposed by the American Food and Drug Adminis-

tration; the intracardiac flow within an actual human left heart whose morphology

and deformations are deduced from medical imaging; the flow downstream of an

artificial aortic valve which arises from the blood-leaflets interaction problem. In all

the cases, the � subgrid scale model designed to handle wall-bounded transitional

flows is successfully used and the numerical simulations compare favourably with

the experimental data available. These results illustrate the potential of the Large-

Eddy Simulation methodology to properly handle blood flows. They also support

the idea that turbulence, even if not fully developed, may be present in cardiovascu-

lar flows, including under non pathological conditions.

1 Introduction

Turbulence is a natural phenomenon in fluid mechanics, which gives rise to wide

spectrum, chaotic fluctuations in the velocity/pressure fields, even in the absence of

external forcing. This phenomenon arises when the inertia forces are significantly

larger than the viscous effects, viz. when the Reynolds number Re exceeds a few

thousands in steady flow, most probably less for pulsatile flows [1]. This number

usually reaches a few hundreds in medium-sized arteries and a few thousands in the

largest vessels, in the heart itself or within biomedical systems such as total artificial

hearts or ventricular assist devices. Thus, one may expect turbulence to be present in
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the cardiovascular system, at least in some favourable regions in space (e.g. close to

stenoses, valves, bifurcations) and during specific periods of the cardiac cycle (when

the flow decelerates). Still, until recently turbulence was virtually not studied, at least

non-invasively, in the cardiovascular biomechanics community, notably because in

vivo 3D and unsteady measurements of the blood velocity are very challenging.

Recent progresses in both computational fluid dynamics (CFD) and medical imag-

ing techniques give rise to a renewed interest for the turbulent properties of blood

flows. Unstable and/or turbulent flows have been observed in numerical simulations

in abdominal aortic aneurysms [2], carotid siphons [3], cerebral aneurysms [4] as

well as experimentally in an idealized left ventricle [5]. Thanks to an MRI method

based on the intravoxel velocity standard deviation, it is now possible to estimate the

turbulent kinetic energy in vivo. Significant levels of kinetic energy were found not

only in pathological left atria [6] but also in normal left ventricles [7], supporting

the idea that turbulence can also occur in healthy human subjects.

From a numerical point of view, representing turbulence is a challenge due to the

wide variety of both temporal and spatial scales that are present at the same time.

In the ideal case of a decaying isotropic turbulence, one may show that the largest-

to-smallest length scales ratio behaves like R
3∕4
e [8]; as a consequence, the number

of grid points necessary to properly represent a turbulent flow, including the whole

range of fluctuations, increases as fast as R
9∕4
e . This approach where turbulence is

accounted for by just and only solving all the scales produced by the Navier-Stokes

equations is called Direct Numerical Simulation and remains most of the times out of

reach of the current computing power except in simple cases with moderate Reynolds

number. The large variety of scales inherent to any turbulent flow motivated the

development of turbulent models in order to complement the Reynolds-Averaged

Navier-Stokes (RANS) equations which allow to compute the averaged flow quanti-

ties without explicitly representing the fluctuations. Despite decades of very active

research and some successes in fully developped turbulent flows, there are still many

controversies about the proper way to develop ’good’ turbulent models [9] and the

idea of a universal formulation able to properly deal with any turbulent flows is

widely considered as hopeless. On top of not being predictive enough, RANS mod-

els are better suited for fully turbulent flows at very high Reynolds numbers than

transitional flows. The ability of Large-Eddy Simulation (LES) to better predict a

flow without prior knowledge, including regarding its laminar/turbulent nature, is

one of the reasons why this technique is now being used in many applications. It is a

method of choice for unsteady 3D flows at moderate Reynolds numbers, especially

when transition from laminar to turbulence plays a key role. In this paper, we illus-

trate how LES can be used to represent three configurations typical of cardiovascular

applications:

∙ an idealized medical device where a stationary flow goes from laminar to turbulent

in a simple geometry [10],

∙ a realistic human left heart whose geometry and cyclic deformations are deduced

from medical imaging and where CFD/LES in a time varying domain is used to

generate the associated blood flow [11],
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∙ the flow past an artificial aortic valve where the Fluid-Structure Interaction prob-

lem is solved to predict the leaflets dynamics and associated turbulent generation.

Some numerical and physical issues specific to each of these configurations will be

discussed in Sects. 3, 4 and 5 respectively, together with comparison with experi-

mental data when available. Some details about the numerics and the subgrid scale

modelling strategy are first given in Sect. 2.

2 LES Requirements

In LES, the modelling effort focuses on the smallest length scales of fluctuations

which are presumably less dependent on the geometry of the flow domain and

thus more universal. The largest scales (which can be as small as twice the typi-

cal cell size, at least in theory) are explicitly resolved as solutions of the low-pass

filtered Navier-Stokes equations [12]. Thus, the finer the mesh, the larger the range

of resolved scales and the smallest the contribution of the subgrid scale model. In

other words, the modelling effort in less intense in LES compared to RANS and this

is all the more true that the grid is refined.

The price to pay is that the dynamics of the largest scales, as well as the related

macroscopic mixing and turbulent stresses, must be properly represented by the

numerics. As a consequence the numerical errors associated to both the spatial and

temporal discretizations must be kept as small as possible. Notably, dissipation-free

schemes must be preferred so that the (relative) intensity of the different resolved

scales is not spoiled. An important feature of LES is that the scheme should be

as accurate as possible for all the scales represented on the mesh, the largest as

well as the smallest. This means that the order of accuracy of a numerical method

is not a good measure of its capability to perform well in the LES; the effective

wave number [13] and kinetic energy conservation [14] concepts are better suited

to characterize a numerical scheme dedicated to LES. For example, better results

may be obtained with a second order centered (dissipation-free at all scales) scheme

than with a higher-order upwind biased (dissipative) scheme [15, 16]. As a con-

sequence, a RANS solver, usually based on stabilized scheme coupled to implicit

time marching methods designed to speed up the convergence towards a steady solu-

tion cannot be easily adapted to LES. In the present study, the in-house flow solver

YALES2BIO (http://www.math.univ-montp2.fr/~yales2bio) was used to solve the fil-

tered flow equations. Dedicated to the computations of blood flows, this general pur-

pose solver relies on a 4th-order accurate centred (dissipation-free) finite-volume

formulation where the projection method [17] is used to meet the divergence-free

condition. The time-stepping is also 4th-order accurate, based on the dissipation-

free explicit low-storage Runge-Kutta scheme [18]. At the end, the algorithm is non

dissipative and one relies on the physical dissipation, either laminar or issued by the

subgrid scale model, to ensure numerical stability. This is made possible because

the Reynolds number is low to moderate in biomedical applications so that numer-
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ical stabilization is not necessary; this also requires to use high quality 3D meshes.

Finally, YALES2BIO inherits its parallel efficiency from the YALES2 package devel-

oped by V. Moureau and co-workers [19, 20].

From the modelling point of view, the subgrid scale stress tensor �SGS which

results from the filtering operation applied to the Navier-Stokes equations is most of

the time modelled thanks to the eddy-viscosity assumption (introduced in the RANS

concept in the 70s). In the case of an incompressible fluid, this reduces to

�SGS = 2��SGS�

where � is the fluid density, � is the strain rate tensor of the resolved scales and �SGS

is the so-called subgrid scale viscosity. Several models were proposed over the years

for this quantity and most of them share the following form:

�SGS = (C�)2 D(�) (1)

where C is the model constant which is usually tuned (either theoretically or numeri-

cally) so that the model produces the proper amount of dissipation in the simple case

of decaying isotropic turbulence. The length scale � denotes the typical size of the

local cell of the mesh used to solve the filtered Navier-Stokes equations and D is a

differential operator which defines the model and operates on the resolved velocity

field �. The �-model [21] is used in this study, meaning that:

D(u) =
�3(�1 − �2)(�2 − �3)

�2
1

(2)

In this expression, �1 ≥ �2 ≥ �3 ≥ 0 are the three singular values of the local velocity

gradient tensor and can be efficiently computed [21]; the model constant is C = 1.35.

This model was selected because it meets several useful properties relevant in terms

of SGS modelling, although not shared by the other SGS models. On top of vanishing

for a variety of canonical laminar flows for which no SGS viscosity is expected, it

has the proper cubic behavior in near-wall regions. In [21], the model was imple-

mented in different numerical solvers and validated in academic cases (homoge-

neous isotropic turbulence, turbulent channel); its effectiveness in a more demand-

ing configuration was also demonstrated recently by considering the impingement

of an unsteady jet with a rigid wall [22]. In this particular case which is relevant to

intra-cardiac hemodynamics, the comparison with experimental data shows that the

�-model outperforms the well-known Dynamic Smagorinsky model [23].

In the next three sections, results from the �-model as implemented in the

YALES2BIO solver are discussed to illustrate how LES can be used to analyse flows

relevant to cardiovascular applications.
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3 The FDA Medical Device Test Case

The United States Food and Drug Administration (FDA) medical device benchmark

was introduced at the beginning of the current decade as an answer to the ubiq-

uitous presence of various numerical methods in biomedicine. The purpose of the

proposed benchmark program was to validate the CFD codes on idealized medical

device examples. The first FDA test model [10, 24] aims at challenging CFD codes

on a case whith transition to turbulence, which is frequently encountered in biomed-

ical devices. Accurately predicting turbulence is necessary to properly assess shear

stresses, themselves relevant to blood damage prediction in ventricular assist devices

(VAD) [25, 26], but also in blood flows through stents and pumps, to cite a few. Mis-

predicting the turbulent nature of blood flows heavily impacts the results and may

cause critical faulty conclusions.

The FDA medical device model, as illustrated in Fig. 1, consists of a fixed axisym-

metric geometry with a long inlet section, a convergent nozzle, a 10 diameters

long throat section and a sudden expansion at the downstream end. This geome-

try submits the flowing fluid to several events as acceleration through the conver-

gent, pipe type of flow in the throat where maximal Reynolds number (Reth) is

reached and jet formation into the sudden expansion section characterized by decel-

eration, mixing shear layer generation and possible turbulence transition. Five flow

regimes were considered, which correspond to fully laminar case (Reth = 500), tran-

sient case (Reth = 2000), laminar inlet—transition to turbulence in sudden expansion

(Reth = 3500), laminar inlet—turbulent case (Reth = 5000) and fully turbulent case

(Reth = 6500).

The reported computational investigations on this FDA benchmark can be divided

into two major groups: blinded studies that were conducted without foreknowledge

of the experimental results and the studies conducted after the publication of first

benchmark results. While none of the first 28 CFD research groups which used

various RANS methods managed to fully reproduce the FDA experimental results

[24], almost all succeeding CFD studies [27–30] reported good agreement with the

FDA experiments. This raises a number of questions regarding both the numerical

Fig. 1 Geometry specifications of the first FDA ideal medical device
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methods for turbulence transitional blood flows and the overall methodology to rep-

resent the FDA blood flow case. While the RANS codes [24, 31] in this case clearly

lag behind the LES due to their inability to accurately predict the laminar to turbu-

lent transition, the absence of analysis of the sensitivity to numerical parameters in

the reported DNS and LES results [27, 28, 30] questions the actual predictive char-

acter of these simulations. Indeed, the FDA case proves to be highly sensitive to any

physical or numerical specificities as illustrated in the remaining of this section.

3.1 Simulations with Perturbation-Free Inlet

Investigation of the effects of numerics on the results was conducted by consider-

ing three grid levels as well as a variety of CFL numbers (dimensionless time step).

In order not to presume the resulting flow field in any way, unstructured finite vol-

ume grids were designed with almost no-local refinement in the domain with only

slight stretching towards the upstream and downstream ends. The three grids con-

tain respectively 5 million tetrahedral elements with h = 0.34mm average cell height

(Coarse), 15 million with h = 0.2 mm (Medium) and 50 million with h = 0.14 mm

(Fine). Further details on the numerics and grids are available in [32].

Snapshots of instantaneous velocity fields obtained with the medium grid are dis-

played in Fig. 2 for the transitional (Reth = 3500) case. Except for the CFL number,

the same physical and numerical conditions were used in both cases. This figure illus-

trates that the location of the transition to turbulence is very sensitive to the numerical

details, as confirmed by the profiles displayed in Fig. 3. The latter also shows that the

(a) CFL=0.6

(b) CFL=0.1

Fig. 2 Instantaneous velocity fields (medium grid) for two different values of the CFL numbers

(top CFL = 0.6; bottom CFL = 0.1)—Reth = 3500
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(a) Velocity – Coarse grid (b) Velocity – CFL=0.6 (c) Pressure – CFL=0.6

Fig. 3 Longitudinal evolutions of the streamwise velocity (left and middle plots) and wall-pressure

(relative to the pressure at x = 0 and normalized by the dynamic pressure at the throat—right plot)

for a variety of temporal and spatial resolutions—Reth = 3500

upstream part of the flow (x < 0, the sudden expansion starts at x = 0) is robust to the

details of the simulation. However, both the streamwise mean velocity and the sta-

tic pressure strongly depend on the numerics in the downstream region. This means

that the axisymmetric configuration considered, when fed with an ideal Poiseuille

velocity profile without perturbation, is very sensitive to any physical (boundary

conditions) or numerical (mesh stretching, schemes, time step) modification. This

makes hopeless any effort towards a predictive simulation of this configuration. A

cure to this issue is considered in the next section.

3.2 Small Perturbations at the Inlet

When dealing with transitional flows, the perturbations injected at the inlet of the

computational domain are of prime importance as already discussed in the litera-

ture [33, 34]. In the particular case of the FDA nozzle, the absence of such inlet

perturbations leads to an extreme sensitivity of the results which makes the simula-

tions unreliable. Note that this may also lead to simulations which may compare well

with the experimental data set but which are nonetheless inadequate since not robust

(e.g. the case CFL= 0.6 and coarse grid in Fig. 3a agrees well with the measurements

but should not be trusted since the results depend on the time step).

As shown in Fig. 4, even the smallest amount of perturbations injected at the

inlet (thereafter denoted turbulence injection, TI) greatly improves the situation in

the sense that the results are now robust to any tested numerical condition. More

importantly, the numerical results are also systematically in good agreement with

the experimental data, suggesting that the simulations outcomes are both robust and

accurate. Profiles of the root-mean-square (RMS) velocity, Fig. 5a, show that the

amount of flow perturbations at inlet is significantly increased by TI, as expected. The

small amplitude perturbations are quickly dissipated downstream, being decreased

by more than 2 orders of magnitude as shown in Fig. 5b. Figure 5c and d show that the

flow in the throat is characterized by an increase of the near wall RMS. Just after the
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(a) CFL=0.6: TI range (b) CFL vs TI levels (c) Pressure,CFL=0.6: TI range

Fig. 4 Mean axial velocity and pressure profiles with small TI at inlet (Medium grid, Reth = 3500)

(a) x=-0.15m (Inlet) (b) x=-0.088m (Inlet nozzle) (c) x=-0.034 (throat)

(d) x=-0.008 (throat) (e) x=0.016 (expansion) (f) x=0.032 (expansion)

Fig. 5 Radial profiles of the root-mean-square (RMS) velocity for the laminar (Reth = 500) and

transitional (Reth = 3500) regimes at a variety of axial positions with and without TI (Medium grid)

sudden-expansion, Fig. 5e and f, both RMS profiles obtained with TI are approach-

ing the original no TI cases before merging into laminar flow profile (Reth = 500) or

advancing into turbulence breakdown (Reth = 3500).

Figure 6 shows that TI greatly improves the LES prediction as well as its robust-

ness for laminar, mildly turbulent cases and even in the most demanding, transitional

case (Reth = 2000). The injected perturbations dissipate without inflicting transition

in the laminar case, while in the transitional and turbulent cases they develop and

contribute to more accurate and robust results.
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(a) Reth=500 (b) Reth=2000 (c) Reth=5000

Fig. 6 Axial velocity profiles for the laminar, transitional and mildly turbulent cases with and

without TI (Medium grid)

The study thus reveals that the upstream injection of small-scale perturbations

into transition sensitive flows is an indispensable tool for any biomedical case where

accurate prediction of turbulence is critical.

4 Intracardiac Turbulence

The hemodynamics of the left heart (LH) conveys information regarding the heart

function [35, 36]. Observation of LH flow may thus reflect the presence of an existing

pathology. In addition, there is substantial evidence that the LH hemodynamics can

be responsible for the initiation of ventricular remodelling through mechanosensitive

feedbacks modulating cardiomyocytes architecture [37, 38] and thus cardiac func-

tion [39]. Therefore, accurate assessment of the intracardiac flow is of paramount

importance to get further comprehension of the role played by the hemodynamics

in normal and abnormal LH. Used with caution, image-based computational fluid

dynamics (CFD) can retrieve all the scales of the instantaneous flow, hence being

able to capture disturbed flows. However, pioneering CFD studies focused only on

the large-scale features of the ventricular flow i.e. the jets and the large recirculating

cell. Apart from a few studies that mentioned the potential presence of flow instabil-

ities [11, 40–42], little focus has been given to the disturbed nature of the LV flow,

despite its potential importance.

4.1 Method

Large-eddy simulations were preformed to compute 35 cardiac cycles using the in-

house YALES2BIO solver in a patient-specific left heart model obtained from CMR

images. The set of images used to define the time evolution of the model over the

cadiac cycle consists in 20 3D images of spatial resolution 5.0 × 1.1 × 1.1 mm3

(21 × 256 × 256 voxels). The subject was 26 years old and his cardiac cycles lasted
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Fig. 7 Human left heart extracted from CMR images. The same domain is shown from four dif-

ferent points of view. The inlets and outlet flow extensions are visible in the left figure. The left

ventricle (LV), left atrium (LA), Aorta (AO), Antero Lateral (A-L) and Postero Medial (P-M) pap-

illary muscles are indicated. A black line passing through the LH indicates the position of the slice

which will be used to display the results in Figs. 8 and 10

on average T = 750 ms. As shown in Fig. 7, the model includes the valves, atrium,

ventricle, papillary muscles and ascending aorta. The deformations of the heart all

along the heart cycle match the CMR exam thanks to an image registration technique.

The technical procedure can be found in [11, 43]. The flow domain within the heart

is discretized using ten million tetrahedral elements. The average edge length is close

to 0.55 mm during diastole. The time step, based on a Courant-Friedrichs-Lewy sta-

bility number of 0.9, varies from 0.2 ms during the beginning of diastole to 0.5 ms

during diastasis.

4.2 Results

The LV large-scale flow features i.e. the blood ejection, the two vortex rings for the

E and A waves and the recirculating cell, are well retrieved (Fig. 8) in accordance

with the numerous observations performed in vivo [42, 44], in silico [40, 45] and

in vitro [46, 47]. However, our computation reveals also large velocity fluctuations,

which are usually not reported in silico but which are in line with the results of pre-

vious experimental work that used both simplified ventricle geometries and inflow

boundary condition [5, 47]. In order to quantify and study the regional distribution

of these fluctuations, we computed them as the difference between the instantaneous

velocity components ui (i = 1, 2, 3) and the phase-averaged velocity components Ui.

The fluctuating part of the fluid velocity is then:

u′
i
= ui − Ui = ui − ⟨ui⟩

while the corresponding fluctuating kinetic energy (FKE) per unit volume is:
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Fig. 8 Phase-averaged velocity field over a cutting plane through the LH (see Fig. 7 for the plane

position). The mitral and the aortic valves are depicted in grey. The figure shows the classically

reported structure of the heart cycle: the strong blood ejection at systole (0.15 T), the E wave-

induced vortex ring at diastole (0.65 T) and the recirculating cell during diastasis (0.75 T)

FKE =
�

2

⟨
u′

i
u′

i

⟩
,

where ⟨⟩ denotes phase-averaged values, � is the fluid density (here 1040 kg/m3)

and the implicit summation rule over repeated indices is used. Figure 9 displays the

FKE in the left heart during systole (left figure) and diastasis (right figure). Note

that non negligible levels of FKE are visible at these instants. Detailed results of this

simulation and its biomedical consequences can be found in [41].

4.3 Role of SGS Model

As a common practice when using properly resolved LES, all quantities are com-

puted from the resolved velocity field in this study [48, 49]. We note that during our

computations the subgrid scale viscosity remains low in the LV during the whole

the heart cycle, showing that the subgrid scale model dissipates a moderate amount

of energy. Figure 10 shows the ratio between the subgrid scale viscosity and the

fluid viscosity. As expected, since the flow is laminar, the subgrid scale viscosity is

virtually zero during the systole in the LV and has moderate values, but non-null,

during the most turbulent part of the cycle. Thus, the �-model [21] mainly intro-

duces dissipation in regions where there are significant turbulent fluctuations and
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Fig. 9 3D volume rendering of the FKE in the left heart during systole (left, 0.15 T) and diastasis

(right, 0.75 T). The opacity is set to 0% for FKE values below 30 J/m3. The mitral and aortic valves

are not displayed for more clarity but were accounted for in the simulation

1.0

0.75 T

0.0

0.65 T

0.5

0.15 T

Fig. 10 Instantaneous fields of the SGS to fluid viscosity ratio. As expected the SGS viscosity

tends to zero in the left ventricle during systole. The �SGS∕� ratio reaches approx. 0.2 in average in

the LV during the most disturbed phase of the heart cycle. Maximum values are close to 5

almost no dissipation in regions where the flow is laminar. This is one of the fea-

tures of the �-model that makes it suitable for computing cardiovascular flows. For

this particular simulation, an estimation of the Pope criterion [50] can be computed
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as ksgs∕k ≈ 3C∕2(�∕�L)2∕3 [49] where C = 1.5, � = 0.55 mm and L = 0.04 m is

the characteristic length of the largest structures. For the present LES, this leads to

ksgs∕k ≈ 0.06 which remains three times below the 15–20% threshold usually used

to evaluate if a LES is sufficiently resolved [50].

4.4 Discussion

The present results question the common idea of laminar flow in the normal left

heart. Imposing the flow to be laminar (as often done in CFD for the LV using com-

mercial software) may be sufficient to retrieve main large-scale hemodynamic fea-

tures, namely jets, recirculating cell, and ejection. However, transitional or turbulent

regimes feature small-scale phenomena that cannot be retrieved under the laminar

hypothesis. The typical Reynolds number value (a few thousand) would make the

DNS of one single cardiac cycle extremely CPU/memory demanding, if not impos-

sible. For example, Chnafa et al. [11] estimated that more than 1 billion nodes would

be necessary to represent the Kolmogorov scale in their realistic human heart model.

On the contrary, well-resolved large-eddy simulation allows retrieving the main char-

acteristics of the flow and its transient properties at a lower cost. This allows sim-

ulating several cycles (here 35) at a tractable numerical cost, thus studying more

complex flow features compared to what is usually done based on RANS simula-

tions, including cycle-to-cycle variations.

5 Cardiac Valves

The aortic heart valve separates the left ventricle from the aorta. It is composed of

three thin deformable leaflets that open and close passively during the cardiac cycle,

preventing blood from flowing back into the left ventricle, and thus ensuring an uni-

directional flow through the cardiovascular system. Aortic valves often degenerate

and lead to either insufficiency or stenosis, which can cause the death of the patient

if not treated. Usually, medication is not a sufficient treatment, and the aortic valve

needs to be replaced by a prosthesis. One of the basic engineering concern for arti-

ficial aortic valve design is the hemodynamics. Indeed, the ideal aortic valve design

should minimize production of turbulence which is notably known to have effect on

thrombus formation (blood coagulation) [51, 52]. In Sect. 4, the aortic valve was rep-

resented thanks to a simple model fed by morphological data gained from medical

imaging [11, 41, 43]. A more realistic modelling based on a Fluid-Structure Inter-

action (FSI) formulation is described in this section where an experimental config-

uration relevant to an artificial aortic valve [53] is also considered for validation.
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Numerical Method

The FSI model relies on the immersed thick boundary method (ITBM) [54] which

was adapted from the original immersed boundary method (IBM) introduced by

Peskin [55] to deal with 3D membranes. Two independent meshes are considered

to discretize the solid valve and the fluid. The valve leaflets are represented by a

moving Lagrangian mesh while the fluid is discretized by a fixed Eulerian unstruc-

tured mesh. The different steps of the ITBM are the following:

1. Knowing the displacement ⃖⃖⃖⃖⃗Um of each Lagrangian node, the mechanical force

⃖⃖⃖⃖⃗Fm resulting from the membrane deformation is calculated,

2. The mechanical force ⃖⃖⃖⃖⃗Fm is regularized on the fluid mesh, giving rise to the vol-

umetric force ⃖⃗fj on each fluid node,

3. The Navier-Stokes equations (forced by the regularized mechanical forces) are

solved on the fluid mesh, yielding the velocity of the fluid ⃖⃖⃗vj on each fluid node,

4. The velocity of the membrane ⃖⃖⃖⃖⃗Vm at each Lagrangian node is interpolated from

the ⃖⃖⃗vj field, enabling to deduce the new position ⃖⃖⃖⃖⃗Xm from the position at the pre-

vious timestep
⃖⃖⃖⃖⃗Xm = ⃖⃖⃖⃖⃗Xm

previous + �t⃖⃖⃖⃖⃗Vm

The displacement of each Lagrangian node is then updated thanks to ⃖⃖⃖⃖⃗Um = ⃖⃖⃖⃖⃗Xm −
⃖⃖⃖⃖⃗X0

m
, where ⃖⃖⃖⃖⃗X0

m
stands for the initial stress-free position (also referred to as the

reference position).

The regularization and interpolation of steps 2 and 4 require dealing with Dirac

functions that must be properly regularized on the Eulerian fluid mesh [56]. To this

respect, the Reproducing Kernel Particle Method [57] is used to deal with unstruc-

tured meshes. The computation of the mechanical force ⃖⃖⃖⃖⃗Fm (step 1) is performed by

the LMGC90 solid mechanics solver [58], using the classical finite-element method.

In the present work, a quasi-incompressible Neo-Hookean material is used to model

the valve, defined by its strain energy function:

W =
G

2

(
Ī1 − 3

)
+

K

2
(ln J)2 , (3)

where G and K are the shear and bulk modulus, respectively. Ī1 is the first invariant

of the isochoric right Cauchy-Green deformation tensor �̄, and J is the Jacobian of

the transformation.
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Fig. 11 Details of the computational setup. The flow is generated using switching inlet and outlet

conditions, imposed far from the zone of interest. The assumption of a flat velocity profile is made

to impose the inlet/outlet flow rate signal

Computational Setup

The computational setup was designed in such a way to represent the experimen-

tal test rig studied at the Helmholtz Institute of Aachen [53]. The aortic geometry

includes the three sinuses of Valsalva after the calculations by Reul et al. [59] (see

Fig. 11). The valve is built on a tri-commissure frame positioned within the aortic

geometry, and is designed in an almost closed position (see Fig. 11). Both the arter-

ial wall and the tri-commissure frame are defined as rigid bodies whose borders are

non-slip wall boundary conditions of the fluid domain. As shown in Fig. 11, a flow

rate signal is imposed as a periodic inlet condition either upstream or downstream of

the valve, depending if the signal is positive or negative. The whole fluid geometry

is represented by approx. 3.3 million tetrahedral elements, and the zone of interest

(displayed in Fig. 11) is meshed with a uniform mesh resolution of 0.5 mm. The valve

mesh is composed of approx. 1500 quadratic hexahedral elements, with an effective

resolution of 0.5 mm.

The characteristics of the flow and the valve are relevant of physiological data

and are summarized in Table 1. In view of the Reynolds (Re) and Womersley (W0)

numbers, the viscosity of the Newtonian blood analogue fluid is set in the high-shear

limit values [60].

Results and Discussion

Figure 12 shows the streamwise velocity field downstream of the valve. Four char-

acteristic instants of the cardiac cycle are shown: t = 0.20 s, just before the flow rate

reaches its maximal value, referred to as Early Systole (ES); t = 0.26 s, when the

flow rate is maximal, referred to as Peak Systole (PS); t = 0.35 s, just after the flow
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Table 1 Characteristics of

the flow and the valve set to

reproduce physiological flow

conditions

Flow parameters

Density � = 1100 kg/m3

Dynamic viscosity � = 3.6 × 10−3 Pa s

Heart rate nbpm = 60

Mean cardiac output Qmean = 3.48 L/min

Reynolds number Re = 1388

Womersley number W0 = 17

Valve parameters

Density �s = 1000 kg/m3

Shear modulus G = 2.4 MPa

Bulk modulus K = 1.6 MPa

Thickness of the valve e = 0.15mm

Radius of the valve R = 12.5mm

rate reaches its maximal value and begins to decrease, referred to as Mid-Systole

(MS); t = 0.55 s, when the flow rate is decreasing, referred to as Late Systole (LS).

The main feature of the flow is the propagation of a jet emerging from the valve at ES

(see label a), propagating between ES and MS (see labels b and c), and dissipating

at LS. This jet is most probably hydro-dynamically unstable, promoting transition to

turbulence downstream of the valve.

In order to analyse the structure of this jet and highlight the cycle-to-cycle vari-

ations of the flow, two velocity profiles are extracted over 10 distinct cycles (dis-

played in Fig. 12): profile 1 (P1), located immediately behind the valve; profile 2

(P2), located further downstream of the valve. Cycle-to-cycle variations are mainly

observed on P2, suggesting that the jet emerging from the valve is mostly laminar

and that it becomes turbulent when propagating further downstream. Regarding P2 at

PS, MS and LS, it is seen that cycle-to-cycle variations increase as the inlet flow rate

decreases, which is consistent with the observations made by Chnafa et al. [11, 41]

in the case of whole heart geometries with simple (without FSI) valve model. This

feature should be related to the general trend of all decelerated flows to destabilize.

Few cycle-to-cycle variations are nonetheless observed on P1 at ES; these fluctua-

tions are in fact induced by variations in the valve opening process and not related

to any turbulent motion. This is illustrated in Fig. 13 which displays some typical

shapes of the aortic valve. All these views correspond to the same three instants (the

third one corresponding to ES) but were extracted at four different cycles. If the over-

all opening process is always the same (buckling of the leaflets, either successive or

simultaneous), very large fluctuations are also present from one cycle to the other.

These variations most probably result from two main ingredients: the sensitivity of

the buckling phenomenon to the details of the load on the first hand, the existence

of a chaotic pressure load induced by the downstream turbulent fluctuations on the

other hand.
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Fig. 12 Streamwise velocity field downstream of the valve. Two velocity profiles (P1 and P2) are

extracted over 10 distinct cycles. Four different instants of the cardiac cycle are depicted (ES, PS,

MS and LS)
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t = 0.20 s

t = 0.17 s

t = 0.15 s

Fig. 13 Typical shapes of the aortic valve during the opening phase. The last instant (t = 0.20 s)

corresponds to ES (see Fig. 12). Each column corresponds to a specific cycle

6 Conclusion

Given the flow regimes encountered in macro-circulation, turbulence is most prob-

ably present in many practical configurations, either physiological or within bio-

medical devices. Large-Eddy Simulation has the potential to properly represent the

effects of turbulence provided that it is used with appropriate numerics, subgrid scale

model and boundary conditions. The numerical solver YALES2BIO (http://www.

math.univ-montp2.fr/~yales2bio/) gathers all the required properties and was suc-

cessfully used in three different situations including the intracardiac flow and the

interaction with a realistic aortic valve. Transitional flows are even more demanding

and should be addressed very carefully since they may be extremely sensitive to the

details of the simulation if no perturbation is introduced in the upstream condition.

This is illustrated by considering the simplified medical device proposed by FDA as

a validation test case.
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